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Abstract. We accelerate the known algorithms for computing a selected entry of the extended
Euclidean algorithm for integers and, consequently, for the modular and numerical rational number
reconstruction problems. The acceleration is from quadratic to nearly linear time, matching the
known complexity bound for the integer gcd, which our algorithm computes as a special case.
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1. Introduction. A customary approach in computer algebra is to perform com-
putations with rational numbers modulo a large integer q (a prime, prime power, or
product of several selected primes) and then to reconstruct the rational output from
its value modulo q [GG99]. In particular, the modular rational number reconstruction
is the final stage of the solution of a nonsingular linear system of n equations by means
of p-adic lifting [MC79], [D82], [P02] (see [GG99], [S86], [UP83], [Z93], [HW60] for
other important applications).

Problem 1.1 (modular rational number reconstruction). Compute a pair of
integers (η, δ) from three positive integers m,n, k such that

|η| < k < m, 1 ≤ δ ≤ m/k, η = nδ mod m.(1.1)

Problem 1.1a. Compute all coprime solutions (η, δ) to Problem 1.1.
There always exists a solution to Problem 1.1. There are at most two solutions

to Problem 1.1a, and at most one of them satisfies |η| < k/2 [GG99, Theorem 5.26].
To ensure unique correct reconstruction of η and δ, having some upper bounds on |η|
and δ (e.g., Hadamard’s bound applies to the coordinates of the rational solution to a
linear system of equations), we may double the available bound k on |η|, compute one
solution to (1.1), and either output it if |η| < k/2 or otherwise compute and output
the other solution.

A related problem of numerical rational number reconstruction or rational round-
off is the problem of computing the best rational approximation s/t to a given rational
n/m such that 1 ≤ t ≤ k.

Problem 1.2 (rational roundoff). Compute all rational numbers s/t from three
positive integers m,n, k such that

1 ≤ t ≤ k, |s/t− n/m| is minimal.(1.2)
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Problem 1.2 is closely related to computing Diophantine approximations to a real
number [HW60], [H82], [GG99] and extends the following problem.

Problem 1.2a (see [UP83]). Given a rational number α = m/n and a natural
number k, find a rational number p/q such that 1 ≤ q ≤ k and |α− p/q| < 1/(2k2).

Problem 1.2a may have no solution, but the solution is unique if it exists. In
section 5, we show that the solution to Problem 1.2 is also unique.

Dirichlet [D1842] showed that, for any real numbers α and 0 < ε ≤ 1, there exist
integers p and q such that |α − p/q| < ε/q and 1 ≤ q ≤ ε−1. In particular, let pi/qi
be the ith convergent of α (i.e., the ith term in the continued fraction approximation
for α); then |α − pi/qi| ≤ 1/(qiqi+1) < 1/q2

i [HW60], [H82]. Furthermore, Hurwitz
[H1891] showed that at least one of the two consecutive convergents of α satisfies
|α−p/q| < 1/(2q2), and at least one of the three consecutive convergents of α satisfies
|α−p/q| < 1/(

√
5q2). On the other hand, Legendre [L1798] showed that if |α−p/q| <

1/(2q2), then p/q is a convergent of α. Therefore, Problems 1.2 and 1.2a are reduced
to computing the convergents of α.

The common approach to the solution of the problems of modular and numerical
rational number reconstruction is by applying the extended Euclidean algorithm to
m and n [HW60]. Hereafter, we refer to this algorithm as the EEA and we seek
faster solution algorithms based on accelerating the EEA. The algorithm produces
a sequence of triples (rj , sj , tj), j = 1, . . . , l (notation used in [GG99]; see our Re-
mark 2.10). In our case, we need only the triples (rj−1, sj−1, tj−1) and (rj , sj , tj)
for a specially selected j. Extension from computing these triples to the solution to
Problems 1.1 and 1.1a is shown in full detail in [GG99, Theorem 5.26]. We show an
alternative approach, which is more directly related to our modification of the EEA.
We also extend the known reduction of the Diophantine approximation to the EEA
to solve Problem 1.2. Our main result, however, is the acceleration of the EEA and
consequently the solution of all the listed problems. The known algorithms compute
the desired pair of the EEA triples and thus solve Problems 1.1, 1.1a, 1.2, and 1.2a
by using

f(d) = O(d2)

bit operations, where d = �log2 m�, m ≥ n. We speed up the computation by the
factor of almost d; that is, we decrease the above bit cost bound to the level

ρ(d) = O(µ(d) log d),(1.3)

provided that µ(d) bit operations are sufficient to multiply two integers modulo 2d+1,
and (see [SS71]) we have

µ(d) = O((d log d) log log d).(1.4)

A similar acceleration is known for the Euclidean algorithm applied to polynomials
[M73], [AHU74], [BGY80], but in the integer case a well-known additional difficulty is
due to the carries. Among the known methods, only the Knuth–Schönhage algorithm
[S71] has settled the problem for integers but only in the special case in which j = l
and the triple (rl, sl, tl) terminates the Euclidean algorithm, that is, where rl is the
gcd. In our work, we were motivated by the following excerpt from [GG99, p. 305] on
the EEA for integers:

The method also works for integers, although there are some com-
plications due to the carries,
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and by the recent comments of expert Joachim von zur Gathen on the state of the
art which he sent by email to one of the present authors:

Yes, I suppose rational number reconstruction can be done in time
O(m(n) log n) for n-bit numbers and a given upper bound on the de-
nominator. This is alluded to in [GG99], as you observed. But we
do not give a proof, and I do not know any rigorous proof in the lit-
erature. I can imagine roughly what needs to be done, but it will be
quite messy.

In the next sections, we clear the cited mess and come out with a desired al-
gorithm, which solves the gcd problem as a special case (see Remark 4.3(ii)). Our
construction relies on computing a matrix sequence {Qi, i = 0, 1, . . . }, which repre-
sents the quotients and cofactors computed in the EEA, rather than on computing
just the remainder sequence {ri, i = 0, 1, . . . }. This enables a simpler control over
the growth of the magnitude of the entries of the Qi than we would have had over
the decrease of the ri.

We organize our paper as follows. After some preliminaries in the next section,
we prove our technical results on the EEA in section 3. In section 4, we present our
main algorithm. In section 5, we apply it to accelerate the modular and numerical
rational number reconstruction. Our proof of our main result is substantially simpler
than in the proceedings version [PW02].

2. Some basic results. Hereafter, we write log to replace log2 unless specified
otherwise.

Definition 2.1. Z is the ring of integers. �x� and 
x� are two integers closest
to a real number x such that �x� ≤ x ≤ 
x�. {x} = x − �x�. |A| = maxi,j |ai,j | for
any real matrix A = (ai,j)i,j. m mod n is defined to be m − n�m/n� for m,n ∈ Z,
and n > 0.

Algorithm 2.2 (Euclidean algorithm).
Input: A pair of natural numbers (m,n), m ≥ n.
Output: gcd(m,n).
Computation: Write r0 = m, r1 = n. Compute

ri+1 = ri−1 mod ri

for i = 1, 2, . . . , l until rl+1 = 0. Output rl.
Definition 2.3. Let ( ri−1

ri
) = Pi(

ri
ri+1

), where

Pi =

(
qi 1
1 0

)
, qi = �ri−1/ri�, i = 1, 2, . . . , l,(2.1)

Qi =

(
ai bi
ci di

)
= P1P2 · · ·Pi, i = 1, 2, . . . , l,(2.2)

Q0 =

(
1 0
0 1

)
, Ql+1 =

(∞ ∞
∞ ∞

)
.

The sequence {ri}li=0 is called the remainder sequence, and the sequence {Qi}li=0 is
called the matrix sequence. The extended Euclidean algorithm (EEA) outputs both
sequences {ri}li=0 and {Qi}li=0 (see Remark 2.10).
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For a given pair (m,n) and the sequence {Qi}, we can immediately compute the
sequence {ri} because

detPi = −1, detQi = (−1)i,(2.3) (
m
n

)
= Qi

(
ri

ri+1

)
, Q−1

i = (−1)i
(

di −bi
−ci ai

)
(2.4)

for all i = 1, 2, . . . , l.
Our main task is to solve the following problem.
Problem 2.4 (selected output of the EEA).
Input: Integers m,n, h such that m ≥ n ≥ 1, h ≥ 0.
Output: The unique Qi such that |Qi| ≤ 2h < |Qi+1|.
In the remaining part of this section, we state some simple auxiliary properties

of the remainders ri and the matrices Qi.
Theorem 2.5. ri > ri+1 > 0, ri ≥ ri+1 + ri+2 for i = 0, 1, . . . , l − 1.
Theorem 2.6 (cf. Definition 2.3 for ai, bi, ci, qi).
(i) bi = ai−1, di = ci−1 for i = 1, 2, . . . , l.
(ii) ai = ai−1qi + ai−2 > ai−1, ci = ci−1qi + ci−2 > ci−1 for i = 2, 3, . . . , l.
(iii) ai−2 = ai mod ai−1, ci−2 = ci mod ci−1 for i = 3, 4, . . . , l.
(iv) a0 > c0, a1 ≥ c1, ai > ci for i = 2, 3, . . . , l.
Corollary 2.7. Qi−1 can be computed from Qi by Theorem 2.6 (i), (iii).
Corollary 2.8.
(i) |Qi| = ai for i = 0, 1, . . . , l.
(ii) |Qi| ≥ |Qi−1| + |Qi−2| for i = 2, 3, . . . , l.
Corollary 2.9. m/2 < ri|Qi| ≤ m for i = 0, 1, . . . , l.
Remark 2.10. Note an equivalent customary representation of the EEA’s output

by the sequences {ri}, {si}, {ti} (with the notation in [GG99]), where si = (−1)idi,
ti = (−1)i−1bi.

Remark 2.11. By Corollary 2.9, we have |Qi| ≤ m for i ≤ l, so it is sufficient to
consider Problem 2.4 for h ≤ d + 1, d = �logm�.

Remark 2.12. The remainder ri defined by (2.4) for the solution Qi of Problem
2.4 equals the gcd of m and n if and only if Qi+1 = (∞ ∞

∞ ∞ ), which is always the case
for h = d + 1.

3. The EEA for a modified input. To accelerate the solution of Problem 2.4,
we apply the divide-and-conquer techniques. Roughly, the idea is to solve Problem
2.4 in two steps. In each step, Problem 2.4 is solved for h replaced by �h/2�, and the
output of the first step is used as the input of the second step. We are going to show
that

(i) this leads to the same desired output, and
(ii) the computational cost of the reduction to the pair of half-size problems is

small.
A basic observation is that the matrix sequence {Qi} depends only on the quotient

m/n. That is, for another input values m∗ and n∗ such that m∗/n∗ = m/n, the
Euclidean algorithm computes the same matrices Q∗

i = Qi for all i. A relatively
small perturbation of the quotient m/n should not affect the first several terms of the
sequence {Qi}, using which is enough to solve the problem for smaller h. That is, we
may replace m and n by smaller integers m∗ and n∗ provided that m∗/n∗ ≈ m/n. For
the input values m∗ and n∗, we denote by {r∗i } the remainder sequence and by {Q∗

i }
the matrix sequence. Next, we specify some bounds on the allowed perturbations of
m/n for which Qi = Q∗

i and then state our main theorem.
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Theorem 3.1. Suppose m∗ = �m/λ� and n∗ = �n/λ� for a positive integer λ.
For any given integer i, if

r∗i+2 ≥ |Q∗
i+1| or ri+2 ≥ λ|Qi+1|,

then Qi = Q∗
i .

Proof. (i) Suppose r∗i+2 ≥ |Q∗
i+1|. Write (uj

vj
) = Q∗

j
−1(mn ) for j = 0, 1, . . . , i + 1.

Then we have (
uj+1

vj+1

)
=

(
0 1
1 −q∗j+1

)(
uj

vj

)
.

Therefore, uj+1 = vj for j = 0, 1, . . . , i. Furthermore, extending (2.4) to (m∗, n∗), we
obtain that (

r∗j
r∗j+1

)
= Q∗

j
−1

(
m∗

n∗

)
,

(
uj

vj

)
=

(
r∗j

r∗j+1

)
λ + Q∗

j
−1

(
m−m∗λ
n− n∗λ

)
.

By (2.4) we also know that, in each row of Q∗
j
−1, one of the entries is nonnegative,

and another is nonpositive, and their absolute values are bounded by |Q∗
j−1| in the

first row and by |Q∗
j | in the second row. Therefore, we have

vj > (r∗j+1 − |Q∗
j |)λ

and

uj − vj > (r∗j − |Q∗
j−1|)λ− (r∗j+1 + |Q∗

j |)λ ≥ (r∗j+2 − |Q∗
j+1|)λ.

So, by assumption, uj > vj > 0 for j = 1, 2, . . . , i. Now we have u0 = m, u1 = n,
uj+1 = uj−1 mod uj for j = 1, 2, . . . , i. So uj = rj and Qj = Q∗

j for j = 0, 1, . . . , i.

(ii) Suppose ri+2 ≥ λ|Qi+1|. Write (xj

yj
) = Q−1

j (m
∗

n∗ ) for j = 0, 1, . . . , i + 1. Then

we have (
xj+1

yj+1

)
=

(
0 1
1 −qj+1

)(
xj

yj

)
.

Therefore, xj+1 = yj for j = 0, 1, . . . , i. Furthermore, by (2.4), we extend the above
expression for xj and yj as follows:

(
xj

yj

)
=

(
rj

rj+1

)
λ−1 −Q−1

j

(
m/λ−m∗

n/λ− n∗

)
.

Now, similarly as in part (i), we deduce that yj > rj+1λ
−1 − |Qj | and xj − yj >

(rjλ
−1 − |Qj−1|) − (rj+1λ

−1 + |Qj |) ≥ (rj+2λ
−1 − |Qj+1|). So, by assumption, xj >

yj > 0 for j = 1, 2, . . . , i. Now we have x0 = m∗, x1 = n∗, xj+1 = xj−1 mod xj for
j = 1, 2, . . . , i. So xj = r∗j and Qj = Q∗

j for j = 0, 1, . . . , i.
Corollary 3.2. Suppose m∗ = �m/λ�, n∗ = �n/λ� for a positive integer λ. For

any given integer i, if

m∗ ≥ 2|Q∗
i+2| · |Q∗

i+1| or m ≥ 2λ|Qi+2| · |Qi+1|,
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then Qi = Q∗
i .

Proof. Combine the assumed bound on m∗ and m with the first inequality of
Corollary 2.9 extended also to m∗, r∗i , Q

∗
i , and arrive at the bounds on r∗i+2 and ri+2

in Theorem 3.1.
Theorem 3.3 (main theorem). Suppose m∗ = �m/λ�, n∗ = �n/λ� for a positive

integer λ, and K is a given positive integer such that m∗ ≥ 2K2. If |Q∗
i | ≤ K <

|Q∗
i+1|, then Qj = Q∗

j for all j ≤ i − 2 and |Qj | ≤ K < |Qj+1| for some j such that
i− 2 ≤ j ≤ i + 2.

Proof. By Corollary 3.2, we have Qj = Q∗
j for j ≤ i− 2. If |Qi+3| > K, then we

are done. Otherwise, we have m ≥ λm∗ ≥ 2λK2 ≥ 2λ|Qi+3|2. By applying Corollary
3.2 again, we obtain Qi+1 = Q∗

i+1, Qi = Qi.

4. Our main algorithm.
Algorithm 4.1 (selected output of the EEA).
Input: A triple of integers (m,n, h) such that m ≥ n > 0, h ≥ 0.
Output: The unique matrix Qk such that |Qk| ≤ 2h < |Qk+1|.
Computation: Let d = �logm�.
1. When h ≤ �d/2� − 1, let λ = 2d−2h−1, m∗ = �m/λ�, and n∗ = �n/λ�; then

22h+1 ≤ m∗ ≤ m/2. We first apply the algorithm to the input (m∗, n∗, h) and
have the output Q∗

i . Theorem 3.3 for K = 2h implies that Qi−2 = Q∗
i−2 and

|Qk| ≤ 2h < |Qk+1| for some i−2 ≤ k ≤ i+2. We may compute Qi−2 = Q∗
i−2

from Q∗
i (cf. Corollary 2.7) and then find Qk in a few Euclidean steps.

2. When �d/2� ≤ h ≤ d− 1, we first apply the algorithm to find |Qi| ≤ 2�h/2� <
|Qi+1|. Next we apply the algorithm again for the input (ri, ri+1, �h/2�)
and have the output Q̃j. Now we have Qi+j = QiQ̃j, |Qi+j | < 2h+1, and
|Qi+j+2| > 2h−1. Then |Qk| ≤ 2h < |Qk+1| for some i+ j−2 ≤ k ≤ i+ j+2,
and we may find Qk in a few Euclidean steps.

3. When h ≥ d, we first apply the algorithm to find |Qi| ≤ 2d−1 < |Qi+1|. Then
|Qk| ≤ 2h < |Qk+1| for some i ≤ k ≤ i + 4, and we may find Qk in a few
Euclidean steps.

Theorem 4.2. Let f(d, h) be the bit cost of performing Algorithm 4.1 for the
input (m,n, h), where d = �logm�. Then we have

f(d, h) = O(µ(d) log h)

for µ in (1.4).
Proof. By inspection of the algorithm, we have

f(d, h) =




f(2h + 1, h) + O(µ(d)) if h ≤ �d
2� − 1,

f(d, �h
2 �) + f(d− �h

2 �, �h
2 �) + O(µ(d))

if �d
2� ≤ h ≤ d− 1,

f(d, d− 1) + O(µ(d)) if h ≥ d.

Let us write F (h) = f(2h + 1, h). Then

F (h) = 2F (�h/2�) + O(µ(2h)),

and we obtain that

F (h) = O(µ(2h) log h).
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By recursively combining this bound with the above expressions for f(d, h), we obtain

f(d, h) =

1+�log h�∑
i=1

(F (�h/2i�) + O(µ(d))) = O(µ(d) log h).

Remark 4.3.
(i) We may easily extend Algorithm 4.1 to compute the matrix Qi (at the bit

cost O(µ(d) log logK)), such that |Qi| ≤ K < |Qi+1| for any real K ≥ 1, not
just for K = 2h.

(ii) Due to Remark 2.12, we may also easily extend Algorithm 4.1 to find the
remainder ri (at the bit cost O(µ(d) log log(m/K)), such that ri ≥ K > ri+1

for any real 1 ≤ K ≤ m. By choosing K = 1, we compute ri = gcd(m,n).

5. Applications to rational number reconstruction. Let us next extend
Algorithm 4.1 to solve Problems 1.1, 1.1a, 1.2, and 1.2a of rational number recon-
struction.

Solution of Problems 1.1 and 1.1a. Note that (cf. (2.4))(
ri

ri+1

)
= Q−1

i

(
m
n

)
= (−1)i

(
di −bi
−ci ai

)(
m
n

)
.

Therefore,

(−1)iri+1 = nai mod m for all i.

Let i be such that ai ≤ m/k < ai+1.
1. Since ai ≤ m/k and ri+1 ≤ m

ai+1
< k, we obtain a solution

(
(−1)iri+1, ai

)
to

Problem 1.1.
2. Suppose Problem 1.1a has a solution (η, δ) such that η/δ = (−1)iri+1/ai;

then (η, δ) =
(
(−1)iri+1, ai

)
and gcd(ri+1, ai) = 1. Indeed, ai divides δ

because nδ−η
m = ciδ

ai
∈ Z and gcd(ai, ci) = 1.

3. Suppose Problem 1.1a has a solution such that η/δ �= (−1)iri+1/ai. Then the
solution is unique. (Indeed, it follows from aiη− (−1)iri+1δ = 0 mod m that
ai(−1)i−1η+ri+1δ = m and (−1)i−1η ≥ 0. Furthermore, if there are two such
solutions (η1, δ1) and (η2, δ2), then η1δ2 − η2δ1 = 0 mod m. So η1δ2 − δ1η2

equals 0,m, or −m. Combine (−1)i−1η1 ≥ 0 and (−1)i−1η2 ≥ 0 to deduce
that only η1δ2 − η2δ1 = 0 can hold.) Since m = airi + ri+1ai−1 by (2.4), we
have ((−1)i−1η − ri)ai = (ai−1 − δ)ri+1. Therefore, (η, δ) =

(
(−1)i−1(ri −

tri+1), ai−1+tai
)
for a real t. Note that ai−1+tai ∈ Z, nδ−η

m = ci−1+tci ∈ Z,

and gcd(ai, ci) = 1, and so t ∈ Z. If ri < k, then (η, δ) =
(
(−1)i−1ri, ai−1

)
defines the unique solution. If ri ≥ k, then by applying the inequalities

|η| < k and δ ≤ m/k, we obtain ri−k
ri+1

< t ≤ m/k−ai−1

ai
. Therefore, the unique

solution must be defined by the unique integer t in the interval(
ri−k
ri+1

, m/k−ai−1

ai

]
.

Corollary 5.1. Problems 1.1 and 1.1a of modular rational number reconstruc-
tion can be solved by using ρ(d) bit operations for ρ in (1.3).

Solution of Problems 1.2 and 1.2a. Recall that ci/ai is the ith continued fraction
approximation of n/m, and | ciai

− n
m | < | st − n

m | for all i, s, t, where 1 ≤ t < ai (see

[HW60, Theorem 181]). In particular, | ciai
− n

m | < | ci−1

ai−1
− n

m | for all i. Let i be such

that ai ≤ k < ai+1. Suppose

| st − n
m | ≤ | ciai

− n
m |, ai < t ≤ k.
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Then

| ciai
− s

t | ≤ 2| ciai
− n

m | = 2ri+1

aim
< 2

aik

=⇒ |cit− ais| < 2t
k ≤ 2

=⇒ |cit− ais| = 1 = |ciai−1 − aici−1|
=⇒ (s, t) = (ci, ai)τ ± (ci−1, ai−1)

for a real τ . Since t > ai > ai−1 and tci−1 − sai−1 = (aici−1 − ciai−1)τ = (−1)iτ , τ

is a positive integer. Furthermore, observe that ci
ai

− n
m = (−1)i+1ri+1

aim
and ci−1

ai−1
− n

m =

(−1)iri
ai−1m

have opposite signs, and recall that | st − n
m | ≤ | ciai

− n
m | < | ci−1

ai−1
− n

m |, so

(s, t) = τ(ci, ai) + (ci−1, ai−1). Therefore, (s, t) is the unique solution to Problem

1.2 for τ = �k−ai−1

ai
�.

Corollary 5.2. Problems 1.2 and 1.2a of rational roundoff can be solved by
using ρ(d) bit operations for ρ in (1.3).
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