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Abstract. This paper is part of a program to understand the param-

eter spaces of dynamical systems generated by meromorphic functions
with finitely many singular values. We give a full description of the

parameter space for a specific family based on the exponential function

that has precisely two finite asymptotic values and one attracting fixed
point. It represents a step beyond the previous work in [GK] on degree

2 rational functions with analogous constraints: two critical values and

an attracting fixed point. What is interesting and promising for pushing
the general program even further, is that, despite the presence of the

essential singularity, our new functions exhibit a dynamic structure as
similar as one could hope to the rational case, and that the philosophy

of the techniques used in the rational case could be adapted.

1. Introduction

A general principle in complex dynamics is that singular values control
the dynamical behavior. There is now a long history of isolating interesting
families of functions whose singular values can be parameterized in a way
that allows one to understand how the dynamics varies across the family. In
practice, one constrains the number of singular values and the behavior of one
or more of them–for example, by demanding that the orbit of one tend to an
attracting fixed point.

This paper is a step along the way to a general theory for meromorphic
functions with finitely many singular values. We adapt a technique developed
by Douady, Hubbard and their students to study spaces of cubic polynomials,
and used in [GK] for rational maps of degree 2, in which the parameter space
is modeled on the dynamic space of a fixed map in the family. We will be
looking at a family of meromorphic functions that are close enough to rational
maps of degree 2 that there should be (and is) a direct similarity between the
behaviors. To put this in context, it helps to review some of the history.
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The study of the parameter space for families of complex dynamical sys-
tems began with the family of quadratic polynomials. They have one critical
value whose behavior determines the dynamics and it is this behavior that is
captured by the Mandelbrot set and its complement. The next step was to
study families with two free critical values — cubic polynomials and ratio-
nal maps of degree two. Moving out of the realm of rational functions and
into that of dynamics of transcendental functions, we see more substantial
differences between entire and meromorphic functions than between polyno-
mials and rationals. Rational maps define finite coverings of the plane, but
transcendental maps define infinite coverings. Moreover, while the poles of
rational maps are no different from regular points, the poles of meromorphic
functions add a new flavor to the dynamics. It turns out that there are more
similarities between the parameter space of rational maps of degree 2 and that
of the tangent family λ tan z than between quadratic polynomials and the ex-
ponential family. See e.g. [DFJ, DK, FG, KK, RG, Sch]. Is this similarity
just good fortune, or is it suggestive of a more general pattern of relationships
with rational maps?

Thanks to invariance under Möbius transformations, in order to study ra-
tional maps of degree 2, we can restrict our attention to maps of the form
(z + b + 1/z)/ρ where b ∈ C and ρ ∈ C∗. This family is often called Rat2 in
the literature. These functions fix infinity where the derivative (multiplier)
is ρ 6= 0 and have two free critical values, (b ± 2)/ρ, rather than one as in
the quadratic polynomial case. Constraining ρ to lie in the punctured unit
disk, D∗, makes infinity an attracting fixed point for all values of b. In the
paper [GK], a structure theorem is proved for this family that is as close as
one could hope to the earlier examples:

Theorem (Structure Theorem for Rat2). Fix ρ ∈ D∗, and consider the family
(z + b+ 1/z)/ρ where b ∈ C. The b plane is divided into three components by
a bifurcation locus: two copies of the Mandelbrot set that meet at the origin
and are symmetric about it, and a “shift locus”. For b in either copy of the
Mandelbrot set, one or the other critical value is attracted to infinity and the
other is not. In the shift locus, both critical values are attracted to infinity.

This paper looks at the family of meromorphic functions whose members
“look like degree 2 rationals”: they have two finite omitted asymptotic val-
ues λ and µ and an attracting fixed point (in this case, at the origin) with
multiplier ρ:

(1) fλ,ρ(z) =
ez − e−z
ez

λ −
e−z

µ

where
1

λ
− 1

µ
=

2

ρ
, ρ ∈ D∗.

We use F2 to denote this family. Our main result is a structure theorem for
the slice of the parameter space defined by a fixed ρ ∈ D∗, and those λ’s for
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which that ρ has a corresponding µ, namely λ not equal to 0 or ρ/2. It is a
direct analogue of the Rat2 theorem:

Theorem (Main Structure Theorem). For each ρ ∈ D∗, the parameter slice,
λ ∈ C \ {0, ρ/2} divides into three distinct regions: two copies of connected
and full sets Mλ and Mµ in which only one of the asymptotic values µ or λ
is attracted to the origin and a “shift locus” S in which both asymptotic values
are attracted to the origin. The shift locus S is conformally equivalent to a
punctured annulus. The puncture is at the origin. The other puncture of the
parameter plane, ρ/2, is on the boundary of the shift locus.

We are able to give a description of the sets Mλ and Mµ. Like the Man-
delbrot set in Rat2, Mλ and Mµ contain hyperbolic components in which
one or the other of the asymptotic values tends to a non-zero attracting cy-
cle. Within each component the functions are quasiconformally conjugate.
Components like this were first studied in [KK] where they occur in the pa-
rameter plane of the tangent family λ tan z. There, and in other later work,
(see [KK, FK, CK]), it was proved that each component is a universal cover
of D∗; based on the computer pictures, these components were called shell
components. Thus, unlike the Mandelbrot set, the hyperbolic components do
not contain a “center” where the periodic cycle contains the critical value
and has multiplier zero. Instead, they contain a distinguished boundary point
with the property that as the parameter approaches this point, the limit of
the multiplier of the periodic cycle attracting the asymptotic value is zero. It
is thus called a “virtual center”.

Like the characterization of centers of the components of the Mandelbrot
set in terms of the sequence of inverse branches that keep the critical value
fixed, a virtual center λ∗ can also be characterized by the property that there
is some n such that fn−1

λ∗ (λ∗) = ∞ or fn−1
λ∗ (µ(λ∗, ρ)) = ∞; the point is thus

also called a “virtual cycle parameter of order n”. In this paper we give a
complete combinatorial description of the virtual cycle parameters:

Theorem (Combinatorial Structure Theorem). The virtual cycle parameters
λkn of order n can all be labelled by sequences kn = kn−1 . . . k1, where ki ∈ Z,
in such a way that each of the parameters λkn is an accumulation point in C
of a sequence of parameters λkn+1

of order n + 1 and related to kn; that is,
kn+1 = kn−1 . . . k1k0,j, j ∈ Z. This combinatorial description of the virtual
cycle parameters determines combinatorial descriptions of the sets Mλ and
Mµ.

In [CJK], we proved a “transversality theorem” for functions in the tangent
family. Combining the techniques in the proof of this theorem with the results
here, we prove

Theorem (Common Boundary Theorem). Every virtual cycle parameter is
both a boundary point of a shell component and a boundary point of the shift
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locus. Furthermore, the dynamics of the family {fλ} is transversal at each
of these virtual cycle parameters (see Definition 5 and Remark 5.1). And
even further, the set of all virtual cycle parameters is dense in the common
boundary of the shift locus S and the sets Mλ ∪Mµ.

The paper is broken down into two parts. Part 1 provides the background
we need and some of the basic facts about the dynamical systems for functions
in F2. Part 2 contains the main results of the paper.

We begin by quickly reviewing the basic definitions and facts we need
about the dynamics of meromorphic functions and a theorem of Nevanlinna’s,
theorem 2.1, that characterizes the functions we work with in terms of their
Schwarzian derivatives. We next take a detailed look at F2. In particular, in
3.3 we show that there is a dichotomy in the dynamics in this family analogous
to that for quadratic polynomials: either the Julia set is a Cantor set or there
is a connected “filled Julia set” analogous to the filled Julia set of a quadratic
polynomial.

Part 2 begins with the description of the sets Mλ and Mµ from the Main
Structure Theorem and gives the definitions of virtual cycle parameters and
virtual centers. The combinatorial description of the virtual cycle parameters,
the Combinatorial Structure Theorem, is given in section 4.2. Pictures of the
parameter plane follow and the rest of the paper contains the the proof of the
Common Boundary Theorem, which leads to a detailed discussion of the shift
locus and the rest of Main Structure Theorem.

We would like to thank the reviewer for his or her careful reading on the
first version of this paper. We have taken the comments into account in this
version and it is a real improvement.

Part 1. Background

2. Basic Dynamics

Here we give the basic definitions, concepts and notations we will use. We
refer the reader to standard sources on meromorphic dynamics for details and
proofs. See e.g. [Berg, BF, BKL1, BKL2, BKL3, BKL4, DK, KK].

We denote the complex plane by C, the Riemann sphere by Ĉ and the unit
disk by D. We denote the punctured plane by C∗ = C\{0} and the punctured
disk by D∗ = D \ {0}.

Given a family of meromorphic functions, {fλ(z)}, we look at the orbits
of points formed by iterating the function f(z) = fλ(z). If fk(z) = ∞ for
some k > 0, z is called a pre-pole of order k — a pole is a pre-pole of order
1. For meromorphic functions, the poles and pre-poles have finite orbits that
end at infinity. The Fatou set or Stable set, Ff , consists of those points at
which the iterates {fnλ }∞n=0 are well-defined and form a normal family in a
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neighborhood of each of them. The Julia set Jf is the complement of the
Fatou set and contains all the poles and pre-poles.

A point z such that fn(z) = z is called periodic. The minimal such n > 0
is called the period. Periodic points are classified by their multipliers, ν(z) =
(fn)′(z) where n is the period: they are repelling if |ν(z)| > 1, attracting if
0 < |ν(z)| < 1, super-attracting if ν = 0 and neutral otherwise. A neutral
periodic point is parabolic if ν(z) = e2πip/q for some rational p/q. The Julia
set is the closure of the repelling periodic points. For meromorphic f , it is
also the closure of the pre-poles, (see e.g. [BKL1]).

If D is a component of the Fatou set, either fn(D) ⊆ fm(D) for some
integers n,m or fn(D) ∩ fm(D) = ∅ for all pairs of integers m 6= n. In the
first case D is called eventually periodic and in the latter case it is called
wandering. The periodic cycles of stable domains are classified as follows:

• Attracting or super attracting if the periodic cycle of domains contains
an attracting or superattracting cycle in its interior.
• Parabolic if there is a parabolic periodic cycle on its boundary.
• Rotation if fn : D → D is holomorphically conjugate to a rotation

map. Rotation domains are either simply connected or topological
annuli. These are called Siegel disks and Herman rings respectively.
• Essentially parabolic, or Baker, if there is a point z∞ ∈ ∂D such that
fn(z∞) is not well defined and for every z ∈ D, limk→∞ fnk(z) = z∞.

A point a is a singular value of f if f is not a regular covering map over a.

• a is a critical value if for some z, f ′(z) = 0 and f(z) = a.
• a is an asymptotic value if there is a path γ(t), called an asymptotic

path, such that limt→∞ γ(t) =∞ and limt→∞ f(γ(t)) = a.
• The set of singular values Sf consists of the closure of the critical

values and the asymptotic values. The post-singular set is

Pf = ∪a∈Sf ∪∞n=0 f
n(a) ∪ {∞}.

For notational simplicity, if a pre-pole s of order p is a singular value,
∪pn=0f

n(s) is a finite set with fp(s) =∞.

A map f is hyperbolic if Jf ∩ Pf = ∅.

A standard result in dynamics is that each attracting, super-attracting,
parabolic or Baker cycle of domains contains a singular value. Moreover,
unless the cycle is superattracting, the orbit of the singular value is infinite
and accumulates on the cycle, or the orbit of z∞ associated with the Baker
domain. The boundary of each rotation domain is contained in the post
singular set. (See e.g. [Mil], chap 8-11 or [Berg], Sect.4.3.)
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In this paper we confine our attention to the family F2 of meromorphic
functions that have no critical values and exactly two finite simple asymp-
totic values. Because the asymptotic values are isolated, they are logarithmic;
that is, if U is a neighborhood of an asymptotic value a containing no other
singular values and U∗ = U \ {a}, then f−1(U∗) contains an unbounded,
simply connected component Aa called the asymptotic tract of a, such that
f : Aa → U∗ is a universal covering map. The number of different asymptotic
tracts for a is called its multiplicity. The asymptotic value a is called simple
if it has only one asymptotic tract. Every map we consider in this paper has
two simple asymptotic values and there are two distinct asymptotic tracts.

2.1. Nevanlinna’s theorem. Recall that the Schwarzian derivative is de-
fined by

S(f) =
(f ′′
f ′
)′ − 1

2

(f ′′
f ′
)2
.

It satisfies the cocycle relation

S(f ◦ g) = S(f)(g′)2 + S(g).

Since the Schwarzian derivative of a Möbius transformations is zero, solutions
to the Schwarzian differential equation S(f)(z) = P (z) are unique up to post-
composition by a Möbius transformation. See [Hil] and [Nev1] for proofs.

Nevanlinna’s theorem characterizes transcendental functions with finitely
many singular values and finitely many critical values in terms of thier Schwarzian
derivatives.

Theorem 2.1 (Nevanlinna,[Nev1], Chap XI, [Hil]). Every meromorphic func-
tion g with p <∞ asymptotic values and q <∞ critical points has the property
that its Schwarzian derivative is a rational function of degree p + q − 2. If
q = 0, the Schwarzian derivative is a polynomial P (z). In the opposite di-
rection, for every polynomial function P (z) of degree p − 2, the solution to
the Schwarzian differential equation S(g) = P (z) is a meromorphic function
with exactly p asymptotic values and no critical points. The only essential
singularity is at infinity.

A summary of the proof is given in [DK1] where the behavior of the func-
tion in a neighborhood of infinity is described. There are p equally spaced
asymptotic tracts separated by Julia directions along which the poles tend
asymptotically to infinity. An immediate corollary of the theorem is

Corollary 2.2. If f is a meromorphic functions with p finite simple asymp-
totic values and no critical values and h is a homeomorphism of the complex
plane C such that g = h−1 ◦ f ◦ h is holomorphic (meromorphic), then S(g)
is a polynomial of degree p.
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In [DK1], this corollary is used to prove that if f has polynomial Schwarzian
derivative and all its asymptotic values are finite, then f cannot have a Baker
domain.

Our focus in this paper is on parameter spaces of meromorphic functions
with two finite simple asymptotic values and no critical values. By the above
theorem, such functions are characterized by the property that they have a
constant Schwarzian derivative .

It is easy to compute that S(e2kz) = −2k2 and therefore that the most
general solution to the equation S(f) = −2k2 is

(2) f(z) =
aekz + be−kz

cekz + de−kz
, ad− bc 6= 0,

and its asymptotic values are {a/c, b/d}. Note that both of them are omitted
values. According to theorem 2.1, the converse is true too. Moreover, by
corollary 2.2, the solution to is unique up to post composition by an affine
map. Precomposition by an affine map multiplies the constant k by the scaling
factor.

3. Functions with two asymptotic values

Functions of the form (2) have a single essential singularity at infinity and
their dynamics are invariant under affine conjugation. If one of the asymptotic
values is equal to infinity, c or d = 0 and the family is the well-studied expo-
nential family. See e.g. [DFJ, RG]. The dynamics are quite different if both
asymptotic values are finite and here we restrict ourselves to this situation.

Because we assume the asymptotic values are finite, neither c nor d can be
zero. We choose a representative of an equivalence class, where the equivalence
relation is defined by affine conjugation, such that k = 1 and f(0) = 0; this
implies b = −a. If the asymptotic values are λ and µ we have

fλ,µ(z) =
ez − e−z
ez

λ −
e−z

µ

where λ, µ ∈ C∗. If f ′(0) = ρ ∈ C∗ we have the relation

(3)
1

λ
− 1

µ
=

2

ρ
.

We denote this family by F2. We still have the freedom to conjugate by the
affine map z → −z so we see that the maps fλ,µ(z) and fλ′,µ′(z) = −fλ,µ(−z)
have the same dynamics. That is,

fλ′,µ′(z) =
ez − e−z
ez

λ′ −
e−z

µ′

=
ez − e−z
ez

−µ −
e−z

−λ
,

where

(4)
1

λ′
− 1

µ′
=

2

ρ
= − 1

µ
+

1

λ
.
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Set fλ,µ ∼ fλ′,µ′ if λ′ = −µ, µ′ = −λ and use this equivalence relation to
define the space of pairs of functions:

F̂2 =
{
fλ,ρ(z) =

ez − e−z
ez

λ −
e−z

µ

∣∣∣ ρ ∈ C∗, λ ∈ C∗ \ {ρ/2}, 1

λ
− 1

µ
=

2

ρ

}/
∼ .

Note that each pair of complex numbers (λ, ρ) uniquely determines a pair of

functions so that we also use F̂2 to denote the moduli space of F2.

Because of the ambiguity left by the normalization, it is difficult to study

F̂2 directly. This situation is similar to the space Rat2 of rational functions
of degree 2 with a fixed point at infinity discussed in the introduction. The
affine conjugation z → −z identifies maps with the same dynamics and sends
the parameter b to −b. Thus the (b, ρ) space is a 2-fold covering map of the
space of functions. To understand the role of the parameters, however, it
is easier to work in this covering space. This can be done by marking the
singular points and choosing a “preferred” point. In [GK], the preferred point
was taken as R(+1). The conjugation z → −z interchanged the marking
and corresponded to the involution b → −b in the lifted parameter space of
functions with marked critical values. See e.g. [M1, GK] for more details.

We proceed in the same way here. To mark the asymptotic values, we
choose λ as the “preferred” value and µ as the “non-preferred” value. That
is, λ = limt→∞ fλ,ρ(γ(t)) where <γ(t)→ +∞. We call the space with marked
asymptotic values F2. Again the marked space is a 2-fold cover of the space
of functions. Note that if λ =∞, µ = −ρ/2 and if µ =∞, λ = ρ/2.

Because the stable dynamics of functions in F2 are controlled by the be-
havior of the orbits of the asymptotic values, it will be convenient to choose
a one dimensional “slice” in this covering space of F2 in such a way that at
each point in the slice, the orbit of one asymptotic value has fixed dynamics.
One way to do this is to require that both asymptotic values have similar
behavior. For example, if µ = −λ, so that λ = ρ, the slice obtained is the
tangent family fρ(z) = ρ tanh z = iρ tan(iz). The properties of this slice have
been investigated in [KK, CJK].

3.1. The space F2. In this paper, we begin with the 2 dimensional subfamily
F2 ⊂ F2 where ρ is in the punctured unit disk D∗. This means that the origin
is an attracting fixed point so the orbit of at least one of the asymptotic values
converges to zero. It may be either the preferred asymptotic value λ or not.
We can parameterize this subspace as

F2 = {fλ,ρ} =
(
C \ {0, ρ/2}

)
× D∗

Each ρ ∈ D∗ defines a one dimensional slice we denote by F2,ρ. This is a
“dynamically natural slice” in the sense of [FK] because one asymptotic value
is always attracted to the origin where the multiplier is fixed and the other
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is free. We choose the asymptotic value λ as parameter for our slice; either
it, or µ(λ) (determined by equation (4)) is the free asymptotic value. Note
that because of equation (4), when λ = ρ/2, µ =∞ and the function is in the
exponential family, not our family. Also, if λ = 0, the function reduces to the
constant 0. The points of the slice are denoted by λ, fλ or fλ,ρ if we want to
emphasize the dependence on ρ; if the context is clear, for readablity we use
f . We will prove these slices all have the same structure.

Simple calculations show

fλ,µ,ρ(−z) = fµ,λ,−ρ(z) and fλ,µ,ρ(−z) = f−µ,−λ,ρ(z)

so that interchanging the asymptotic values λ and µ changes multiplier from ρ
to −ρ; interchanging and negating the asymptotic values changes the marking.

3.2. Fatou components for fλ ∈ F2. For any fλ ∈ F2, the origin is an
attracting fixed point with multiplier ρ. Denote its attracting basin (which is
non-empty) by Aλ.

Proposition 3.1. The attracting basin Aλ is completely invariant.

Proof. Since the origin is fixed, It is sufficient to prove that its immediate
basin of attraction Iλ ⊂ Aλ is backward invariant.

On a neighborhood N ⊂ Iλ of the origin, we can define a uniformizing
map φλ(z) such that φλ(0) = 0, φ′λ(0) = 1 and φλ ◦ fλ = ρφλ. It extends
by analytic continuation to the whole immediate attractive basin Iλ. Denote
by Oλ the largest neighborhood of the origin on which φλ is injective. One
(or both) of the asymptotic values must be on the boundary of Oλ. Assume
for argument’s sake that µ ∈ ∂Oλ. Choose a path γ joining 0 to µ in Oλ. If
g is any inverse branch of fλ, then g(Oλ) contains a path joining g−1(0) to
infinity that passes through the asymptotic tract Aµ of µ. Thus all these paths

are contained in the same component of f−1
λ (Oλ). Therefore this component

contains all the pre-images of 0, and since one branch fixes 0, this component
is Iλ. It follows that Iλ is backward invariant and Iλ = Aλ. �

We also have

Proposition 3.2. Functions in F2 do not have Herman rings.

Proof. For the tangent family, the structure of the asymptotic tracts at infinity
is used in [KK] to prove that no map can have a Herman ring; the argument
there used the symmetry of the asymptotic values. In our family, we again
have two asymptotic values but they are no longer symmetric. Thus the
argument there needs some modification.

Suppose an f ∈ F2 has a Herman ring R0 with period p ≥ 1 and for
i = 1, · · · p − 1, let Ri = f i(R0). Choose z ∈ R0 and set γ0 = {fpn(z)}∞n=0.
Then γ0 is a topological circle. Its images, γi = f i(γ0), i = 1, · · · p − 1 lie in
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Ri. Let I0 be the inner boundary of R0; that is, it is contained in the bounded
component of the complement of γ0. It belongs to the Julia set.

Since the prepoles are dense in the Julia set, there is a prepole s ∈ I0 such
that fm(s) = ∞. Then fm(R0) is unbounded and fm(R0) = Ri for some
i = 0, . . . , p − 1; thus if N∞ is a neighborhood of infinity, V = Ri ∩N∞ is a
non-empty subset of the Fatou set. The structure of solutions of Sf = const in
[Hil] shows that V must intersect an asymptotic tract of one of the asymptotic
values. It follows that f is infinite to one from Ri to Ri+1 and so cannot be
part of a Herman ring cycle.

�

Proposition 3.1 implies the following trichotomy for F2:

• Aλ contains both asymptotic values: this is called the shift locus and
denoted S.
• Aλ contains only the preferred asymptotic value λ: in this case the

other asymptotic value µ is not attracted to the origin and we call the
set of such λ’s Mµ. We denote the subset where µ is attracted to an
attracting periodic cycle by M0

µ.
• Aλ contains only the non-preferred asymptotic value µ: in this case

the other asymptotic value λ is not attracted to the origin and we call
the set of these λ’s Mλ. We denote the subset where λ is attracted
to an attracting periodic cycle by M0

λ.

The maps in S,M0
λ andM0

µ are hyperbolic because the orbits of their as-
ymptotic values accumulate on attracting cycles. The connected components
of these three subsets of parameter space are thus called hyperbolic compo-
nents.

As with the space Rat2, there is an inversion of the space F2 that inter-
changes the regions Mλ and Mµ and leaves S invariant.

Let C0 be the circle in the λ plane centered at the parameter singularity ρ/2
with radius |ρ/2| and let D be the disk it bounds, punctured at the singularity
ρ/2. The inversion

I(λ) = −µ =
λ

2λ/ρ− 1

leaves C0 invariant and interchanges λ and −µ.

Proposition 3.3. If fnλ (λ) 6→ 0 as n → ∞, then fnI(λ)(I(λ)) → 0. That is,

the inversion interchanges the regions Mλ and Mµ in the plane where only
one of the asymptotic values goes to zero.

Proof. Suppose fnλ (λ) 6→ 0 so that fnλ (µ) → 0. Since I(λ) = −µ and I(µ) =
−λ, we can write

f−µ(−µ) =
e−2µ − 1
e−2µ

−µ −
1
−λ

=
e2µ − 1
e2µ

λ −
1
µ

= fλ(µ)
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and

f−µ(−λ) =
e−2λ − 1
e−2λ

−µ −
1
−λ

=
e2λ − 1
e2λ

λ −
1
µ

= fλ(λ).

�

It follows that the inversion also preserves the region S where both asymp-
totic values go to zero.

When ρ is real, we can say more.

Proposition 3.4. Suppose ρ is real and λ ∈ C0. Then both fnλ (λ) → 0 and
fnλ (µ)→ 0.

Proof. Set λ1 = I(λ). Then −µ = I(λ) = λ̄ = λ1. Thus,

fλ(λ) = fλ̄(λ̄) = fλ1
(λ1);

so if fnλ (λ)→ 0, fnλ1
(λ1)→ 0.

We can rewrite this as

fλ(µ) = fλ(−λ̄) = −fλ(λ).

Therefore, either both asymptotic values iterate to zero or neither does. Since
the origin is an attracting fixed point with multiplier ρ, at least one must and
so they both do.

�

This proposition says when ρ is real, the region where both asymptotic
values are attracted to zero contains the invariant circle of the inversion.

Notice that the point λ = ρ is on the circle C0. At that point we have
µ = −λ, fλ = λ tanh z and I(λ) = λ so that it is a branch point of the double
covering defined by the marking. Moreover, because of the symmetry both
asymptotic values are attracted to zero.

If λ ∈ M0
µ or M0

λ, fλ has an attracting periodic cycle different from the
origin. This cycle has an attractive basin which we denote by Kλ and Aλ =

Ĉ \Kλ. Thus ∂Kλ is the Julia set and Kλ is the “filled Julia set”. Both of
them are unbounded sets in C.

3.3. The set Kλ. In [KK], it is proved that for ρ ∈ D∗, the Julia set Jλ of the
function Tρ(z) = ρ tanh(z) is a Cantor set. Moreover, it is homeomorphic to
a space consisting of finite and infinite sequences on an alphabet isomorphic
to the natural numbers and infinity. The finite sequences end with infinity.
The homeomorphism conjugates Tρ to the shift map on this alphabet. See
[DK, Mo] for details.

At this point in this paper we can prove:

Proposition 3.5. If Ω is the hyperbolic component of the λ plane containing
fλ0 = ρ tanh z and λ ∈ Ω, then the Julia set of fλ is a Cantor set. If λ ∈Mλ

or Mµ then Kλ is full.
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Remark 3.1. In theorem 6.7 we will prove that the shift locus S is connected
so that Ω = S. It will then follow that we have a dichotomy similar to that
for quadratic polynomials.

Proof. If λ0 = ρ, by symmetry, both λ0 and µ0 = −λ0 are in Aλ. By the
results in [KK], the Julia set of fλ0

is a Cantor set. Suppose λ ∈ Ω, and
let λ(t), with λ(0) = λ0 and λ(1) = λ, be a path in Ω. By standard argu-
ments using quasiconformal surgery, see e.g. [McMSul, BF] and sections 6.2.4
and 6.2.3, we can construct quasiconformal homeomorphisms g(t) conjugating
fλ0

to fλ(t) that preserve the dynamics. Since the maps are hyperbolic, the
Julia sets of fλ(t) are quasiconformally equivalent and thus also topologically
equivalent.

Suppose now that λ ∈ Mλ so that λ is not in Aλ. The same argument
works for λ ∈Mµ, interchanging the roles of λ and µ. Take a generic small r,
such that ∂Dr(0) does not contain a point in the forward orbit of µ. Then by
definition, Aλ = ∪n≥1f

−n(Dr(0)) and f−n(Dr(0)) ⊂ f−(n+1)(Dr(0)). Note

that because λ /∈ Aλ, f : f−(n+1)(Dr(0)) → f−(n)(Dr(0)) \ {µ} is a covering
and so f−1(Dr(0)) is simply connected. Therefore Aλ simply connected, which
implies that it is complement Kλ is full.

�

Note that the argument above adapts easily to show that if fλ has a non-
zero attracting or parabolic fixed point the attracting basin of this fixed point
is unbounded and completely invariant. Other standard arguments, [Mil],
show that if fλ has a neutral fixed point with a Siegel multiplier, its boundary
must be contained in the post singular set. Thus there are two completely
invariant domains in the Fatou set separated by the Julia set. An example of
this is shown in figure 1 where ρ = 2/3 and λ = 2+2i. The yellow is the basin
of 0 and the blue is the basin of the fixed point 2.25818 + 2.12632i. The proof
of the Main Structure Theorem uses another example of a function with two
attractive fixed points and its dynamic space is shown in figure 7.

Part 2. Properties of the Hyperbolic Components of the λ-plane.

4. Shell components: Properties of Mλ and Mµ

In this section, we work only with hyperbolic components in M0
λ. By

propositions 3.3 and 3.4, the discussion for M0
µ is essentially the same. By

definition, all the maps in M0
λ are hyperbolic; M0

λ consists of components
in which standard arguments (see e.g. [BF]) show any two functions cor-
responding to parameters in the component are quasiconformally conjugate.
Following [FK] we call these components Shell Components. In that paper,
more general functions were considered and the properties of the shell compo-
nents were described. Here we summarize what we need from that description.
We begin with some definitions.
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Figure 1. The dynamic plane of fλ with ρ = 2/3 and λ =
2 + 2i. The fixed points are stars and the black dot is a pole.

4.1. Virtual Cycle Parameters and Virtual Centers. Let Ω be a hy-
perbolic component in Mλ and let λ ∈ Ω. Both λ and µ are attracted by
attracting cycles of fλ, and since λ ∈Mλ, µ is attracted to the origin and λ is
attracted to a different cycle of order n ≥ 1. Since all the fλ, λ ∈ Ω are quasi-
conformally conjugate, all the functions in Ω have non-zero attracting cycles
of the same period, say n. We say Ω has period n and where appropriate,
denote it by Ωn.

We need the following definitions:

Definition 1. If λ ∈ F2 and there exists an integer n > 1 such that either
fn−1
λ (λ) = ∞ or fn−1

λ (µ) = ∞, then λ is called a virtual cycle parameter.
In the first case set a1 = λ and in the second case set a1 = µ. Next set
ai+1 = fλ(ai) where i is taken modulo n so that a0 = ∞. We call the set
a = {a1, a2, . . . , an−1, a0} a virtual cycle, or if we want to emphasize the
period, virtual cycle of period n.

This definition is justified by the following. Assume for argument’s sake
that we are in the first case. Let γ(t) be an asymptotic path for λ = a1, that
is, limt→∞ γ(t) = ∞ and limt→∞ f(γ(t)) = a1, and let g be the composition
of branches of the inverse of f such that g(∞) = a1. Then

lim
t→∞

f(γ(t)) = lim
t→∞

g(γ(t)) = λ = a1,

so that in this limiting sense, the points form a cycle.
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Definition 2. Let Ωn be a shell component of period n and let

aλ = {a0, a1, . . . , an−2, an−1}

be the attracting cycle of period n that attracts λ or µ. Suppose that as k →∞,
λk → λ∗ ∈ ∂Ωn and the multiplier νλk = ν(aλk) = Πn−1

i=0 f
′(ai(λk))→ 0. Then

λ∗ is called a virtual center of Ωn.

Remark 4.1. Note that if n = 1 and a0(λk) is the fixed point, the defini-
tion implies that f ′(a0(λk)) → 0. This in turn implies that either λ tends to
∞ or λ tends to the parameter singularity ρ/2 so that µ tends to ∞. These
“would be” virtual centers do not belong to the parameter space but they share
many properties with proper virtual centers including transversality (see defi-
nition 5).

Since the attracting basin of the cycle aλ must contain an asymptotic value,
we will assume throughout the paper that the points in the cycle are labeled
so that λ or µ and a1 are in the same component of the immediate basin.

In the next theorem we collect the results in [FK] about shell components
for fairly general families of functions. The proof of Parts [b] and [c] are based
on an estimate of the growth of the orbits of the singular values given in lemma
2.2 of [RS], and on proposition 6.8 of [FK]. Part [d] combines theorem 6.10
of [FK] and Corollary A of [CK].

Theorem 4.1 (Properties of Shell Components of F2). Let Ω be a shell
component in F2. Then

(a) The map νλ : Ω→ D∗ is a universal covering map. It extends contin-
uously to ∂Ω and ∂Ω is piecewise analytic; Ω is simply connected and
νλ is infinite to one.

(b) There is a unique virtual center on ∂Ω. If the period of the component
is 1 and Ω is a shell component of Mλ, the component is unbounded
and the virtual center is at infinity; if, however, Ω is a shell component
of Mµ of period 1, then it is bounded and the virtual center is at the
finite point ρ/2 which is a parameter singularity. This is the only
difference between Mλ and Mµ.

(c) If λk ∈ Ω of period greater than 1 is a sequence tending to the virtual
center λ∗ and a0(λk) is the periodic point of the cycle a(λk) in the
component containing the asymptotic tract and a1(λk) = fλk(a0(λk)),
then as k →∞, a0(λk)→∞ and a1(λk)→ λ∗.

(d) Every virtual center of a shell component is a virtual cycle parameter
and every virtual cycle parameter is a virtual center.

As a corollary we have

Corollary 4.2. If λ∗ is a virtual center of a shell component of period n,
there are virtual centers of period n+ 1 accumulating on it.
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Proof. The poles of fλ are given by

(5) pk(λ) =
1

2
Log(

ρ− 2λ

ρ
) + ikπ,

where Log is the branch of the logarithm with imaginary part in [−π, π).
They and all their preimages are holomorphic functions of λ.

Let V be a neighborhood of λ∗ in the parameter plane that does not contain
any poles of fkλ for all 1 ≤ k < n− 1. Such a neighborhood exists because the

poles of fkλ form a discrete set. The holomorphic function h(λ) = fn−1
λ (λ)

maps V to a neighborhood W of infinity and h(λ∗) = ∞. Since infinity is
an essential singularity, for λ ∈ V and large enough |k|, W contains infinitely
many poles pk(λ) of the functions fλ(z); moreover, for each λ, as k → ∞,
pk(λ) converge to infinity. The zeroes of the functions hk(λ) = h(λ) − pk(λ)
are virtual centers of components of period n + 1. We want to show there is
a sequence of these zeroes in V converging to λ∗.

The functions ĥ(λ) = 1/h(λ) and p̂k(λ) = 1/pk(λ) take values in a neigh-
borhood of the origin. Since the pk(λ) converge to infinity as |k| → ∞ uni-
formly on V as long as V is small enough, we can find N large enough so

that if k > N and λ ∈ ∂V , then |p̂k(λ)| < |ĥ(λ)|. By Rouché’s theorem, we

conclude ĥ and ĥ− p̂k have the same number of zeroes in V ; ĥ has a zero at

λ∗ and thus each ĥ− p̂k has a zero λk ∈ V ; it follows that h(λk) = pk(λk) so
that λk is a virtual center of period n+ 1. �

4.2. Combinatorics. Theorem 4.1 allows us to assign a label to each of the
shell components of Mλ in terms of its virtual center. To label the virtual
centers we need to know that the indices of the poles are well defined. In
section 6.4 we will prove lemma 6.11 that says that we can find a simply
connected domain Σ, containingMλ and not containing Mµ, in which, after
an initial choice, as above, of a basepoint and a branch of the logarithm, the
poles and inverse branches of fλ can be labelled consistently. The discussion
here will assume that lemma.

Pick a basepoint that is not in Mλ, for example, the symmetric point
λ0 = −µ0 = ρ. It has poles pk(λ0) defined by the principal branch of the
logarithm. With the poles pk(λ0) defined by equation (5), denote the branch
of f−1

λ0
that maps ∞ to pk(λ0) by gλ,k(z) = gλ0,k(z). With the choice of a

fixed base point and logarithm branch, the inverse branches are well defined
since the set Σ (to be defined in section 6.4) is simply connected.

We use these branches to define labels for the prepoles of all orders, and thus
for labels of the virtual cycle parameters. Because of part [d] of theorem 4.1
each virtual cycle parameter is a virtual center of a shell component so the
label of the virtual center defines a label for the shell component.
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The formula for pk(λ) shows that the poles are injective functions of λ in
Σ. Let

V1 = {λ∗k ∈ Σ | gλ∗,k(∞) = λ∗}.
That is, V1 is the set of λ∗k such that fλ∗k(λ∗k) =∞. It is the the set of virtual
cycle parameters of order 1 and hence virtual centers of shell components Ω2

of period 2. We assign the label k to each point in V1 and the same label to
the component for which it is the virtual center.

The prepoles pk1k2(λ) = gλ,k2(pk1(λ)) are defined for all λ ∈ Σ \ V1. Since
they are holomorphic functions of λ with non-vanishing derivative, each gλ,k
is an injective function of both λ and z. Next, we inductively define the sets
of virtual cycle parameters of order n− 1 with labelled points by

Vn−1 = {λ∗kn−1...k1 ∈ Σ \ ∪n−2
i=1 Vi | gλ∗kn−1...k1

,kn−1...k1(∞) = λ∗kn−1...k1}.

The prepoles pkn−1...k1(λ) are defined for all λ 6∈ Vn−1 and, as above, move
injectively.

We now assign the label kn−1 . . . k1 to the shell component of order n for
which λ∗kn−1...k1

is the virtual center.

Definition 3. We call the label kn = knkn−1 . . . k1 assigned to each prepole
and each virtual cycle parameter its itinerary.

We can also use the labelling of the inverse branches to assign an itinerary
to each attractive cycle.

Definition 4. For simplicity we suppress the dependence on λ and assume
the shell component is in Mλ. Suppose fn(a0) = a0 for n ≥ 1, where, by our
numbering convention in part [c] of theorem 4.1, a0 is in the asymptotic tract
of λ and aj = f(aj−1), j = 1, . . . n. Then for some kj, aj−1 = gkj (aj). In
fact there is a unique sequence {k1, . . . , kn} such that

a0 = gkn ◦ . . . gk2 ◦ gk1(a0).

We say the cycle a has itinerary kn = knkn−1 . . . k2k1.

Proposition 4.3. Let Ωn be a shell component and suppose for λ0 ∈ Ωn, the
cycle a(λ0) has itinerary knkn−1 . . . k1. Then for every λ ∈ Ωn, the itinerary
of a(λ) is of the form k0,jkn−1 . . . k1 for some j ∈ Z.

Proof. If the component of the basin a(λ) containing aj(λ) is denoted by
Dj(λ), then for j = 1, . . . n − 1, fλ : Dj(λ) → Dj+1(λ) is one to one. Inside
Ωn, the points of the periodic cycle move holomorphically and are related by
the inverse branches gλ,kj : Dj+1(λ) → Dj(λ). The branch is the same for
all λ ∈ Ωn since it is simply connected; in it the gλ,kj are quasiconformally
conjugate and the aj(λ) move holomorphically. At the last step in the cycle,
however, the map fλ : D0(λ) → D1(λ) is infinite to one and so a1(λ) has
infinitely many inverses, a0,j(λ) ∈ D0(λ). They are all in the asymptotic
tract of λ but only one of them can belong to the cycle. Thus although the
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inverse branch gj = g0,j is well defined for each λ, the branch that defines the
cycle changes as λ moves in Ωn. �

Above we assigned a label, or itinerary to the virtual center of each shell
component. We now address the questions of the uniqueness of these labels
and their relation to the itineraries of their attracting cycles. As we stated
above, this is based lemma 6.11, which will be proved later, that the inverse
branches are defined as single valued functions of λ.

Proposition 4.4. Every shell component Ωn ∈ Mλ and Ω′n ∈ Mµ, n > 1,
has a unique label defined by the itinerary of its virtual center λ∗, a pre-pole
of order n− 1 where n is the minimal such integer.

Because the shell components of period 1 have virtual centers that do not
belong to the parameter space, we cannot label them in this way. There are
only two such points, ρ/2 and ∞ and hence only two such components with
no label. In order to have a label for every component, we arbitrarily assign
the label ∞ to these components.

Proof. The boundary of each shell component Ωn contains one and only one
virtual center λ∗ 1 and the label kn−1 = kn−1kn−2 . . . k1 of the virtual center
is its itinerary. Let V be a neighborhood of λ∗ and let W = Ωn ∩ V . By
proposition 4.3, the itineraries of the points in W agree except for their first
entry. By proposition 6.8 of [FK], as λ ∈ W tends to the virtual center,
the point a0(λ) = gj(a1(λ)) of the cycle tends to infinity and the point a1(λ)
tends to the virtual cycle parameter λ∗, a pre-pole of order n−1 with itinerary,
kn−1 = kn−1kn−2 . . . k1.

Note that because λ ∈ Mλ or Mµ, the cycle a(λ) attracts only one of
the asymptotic asymptotic values. Therefore unlike the tangent family, where
both asymptotic values can be attracted by a single cycle of double the period,
n− 1 is minimal. �

The proof of Corollary 4.2 also implies that

Proposition 4.5. Let λ∗ be the virtual center of a shell component Ωn and let
Ωn+1,i, be a sequence of components whose virtual centers λ∗i converge to λ∗

as i goes to infinity. If the itinerary of λ∗ is given by kn−1 = kn−1kn−2 . . . k1,
the itineraries of the λ∗i are given by kn,i = kn−1kn−2 . . . k1k0,i.

Remark 4.2. There is an interesting duality here. As we approach the virtual
center from inside a shell component of order n, we are taking a limit of cycle
itineraries; the first entry in the itinerary (corresponding to the last inverse
branch applied) disappears. Thus an itinerary with n entries becomes one with

1It will follow from the Common Boundary Theorem that it is on the boundary of
only one shell component. This is different from the tangent family where pairs of shell

components share virtual centers. See e.g. [CJK]
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n − 1 entries. However, if we consider the labels of the shell components of
order n + 1 approaching the shell component of order n, it is the last entry
(corresponding to the first inverse branch applied) that disappears in the limit.

Proof. As above, let V be a small neighborhood of λ∗. We may assume it
contains no virtual center of order less than n − 1. The functions gλ,kj that
define the virtual cycle aj(λ

∗), j = 1, . . . n − 1 are defined in V ∩ Ωn where
they track the attracting cycle. They also extend to all of V \{λ∗} by analytic
continuation. Also for λ ∈ V ∩ Ωn, the functions a0,i(λ) = gλ,k0,i(a1(λ)) are
defined for all i but for only one i does it belong to the attracting cycle. All
of these functions extend to V \ {λ∗}.

Now let W be a neighborhood of infinity and let G(λ, z) be a map from
V ×W to C defined by gλ,kn−1

◦. . .◦gλ,k1(z). By corollary 4.2 the neighborhood
W contains the virtual centers λ∗i of a sequence of shell components Ωn+1,i

with limit λ∗. These are poles p∗i of fn−1
λ∗i

so we can find inverse branches of

fλ, which we denote by gλ,k0,i , such that p∗i = gλ∗i ,k0,i(∞). It then follows
that the itineraries of the λ∗i are kn,i = kn−1kn−2 . . . k1k0,i as claimed. �

Thus the combinatorics of the prepoles enable us to label each shell com-
ponent Ωn ∈ Mλ and Ω′n ∈ Mµ by the itinerary of its virtual center. If
kn−1 = kn−1kn−2 . . . k1 is the itinerary of the virtual center of a shell compo-
nent of period n, and we want to emphasize it, we write Ωkn−1 or Ω′kn−1

.

The above discussion, modulo the proof of lemma 6.11, gives us a proof of
the Combinatorial Structure Theorem:

Theorem (Combinatorial Structure Theorem). The virtual cycle parameters
λkn of order n can be labelled by sequences kn = knkn−1 . . . k1, where ki ∈ Z,
in such a way that each of the parameters λkn is an accumulation point in C of
a sequence of parameters λkn+1 of order n+1, where kn+1 = knkn−1 . . . k1k0,j,
j ∈ Z. This combinatorial description of the virtual cycle parameters deter-
mines combinatorial descriptions of the sets Mλ and Mµ.

4.3. Parameter space pictures. Figure 2 shows a picture of the λ parame-
ter plane for ρ = 2/3. The green region is S where both λ and µ are attracted
to the origin. The unbounded multicolored region on the right in figure 2 is
Mλ and the small bounded multicolored region inside the green region isMµ.
Since this figure is drawn to scale, inMµ the colors other than yellow are not
visible. To make the structure of this region visible and show it is similar to
Mλ’s, in figure 3 we place a blown up neighborhood of Mµ near Mλ.

The shell components are colored according to their period: yellow is period
1, cyan is period 2, red is period 3 and so on. Periods higher than 10 are
colored black. Note that there is only one unbounded domain, the yellow
period 1 domain on the right, Ω1; its virtual center is the point at infinity.
The virtual center of the period 1 component of Mµ is the leftmost point. It
is the singular point ρ/2 of the parameter space. There is a cusp boundary
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Figure 2. The λ plane divided into the shift locus and shell
components. The green region represents the shift locus S.
The regions Mλ and Mµ are colored by the period of the
component: period 1 is yellow , period 2 is cyan, period 3 is
red, etc. The coloring is not visible for Mµ because it is so
small.

point of Ω1 on the real axis where the multiplier of the cycle attracted to λ is
+1. There are cyan period 2 components appearing as “buds” off of the yellow
component Ω1 where the multiplier of the cycle attracted to λ is e(2m+1)πi;
each of these has a virtual center with itinerary k1 = m.
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Figure 3. Blow up ofMµ placed nearMλ for comparison.
The coloring scheme is the same as in figure 2 and is now
visible in the blown up Mµ.

In figure 4, we see a period 2 component Ω2 budding off Ω1. Although Mλ

and Mµ look disconnected in the figure, as we will prove, they are not. Here we
have only computed shell components for periods up to 10. To make a figure
where S and Mλ look connected would require much more computation and
many more colors to show components with much higher periods. What we
do see, however, is a period 3, red component that is NOT a bud component
of the period 1 component. In fact, there are infinitely many such converging
to the virtual center of Ω2 marked as v. We postpone a full discussion of the
finer structure of the shell components to future work.

5. Boundaries of Hyperbolic Components and Virtual Cycle
Parameters

In this section we show that each virtual center is a boundary point of
both S and either Mλ or Mµ. To do this we need to use the concept of
transversality.
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⌦4<latexit sha1_base64="3K8MVr8FE8pGds8DaFTg2DcINrs=">AAADGXicddJNb9MwGAdwN7yN8rbBkYtFh8SpSgoSO07qpTfWqtmmLlXlOE9Sa7YT2Q4oivItuCH4LtwQV058FG64nZOyTViK9Oj3txUnzxMXnGnj+7973p279+4/2HvYf/T4ydNn+wfPT3VeKgohzXmuzmOigTMJoWGGw3mhgIiYw1l8Od7kZx9BaZbLuakKWAqSSZYySoylxWH0QUBGVu8OV/sDf+hvF75dBK4YILdOVge9P1GS01KANJQTrS8CvzDLWnOWgG76UamhIPSSZHBhS0kE6GW9vXGDX1tJcJor+0iDt/rviZoIrSsR252CmLW+mW3wf5lZC/v2BNJoPK6jzZY4xmNH83lHc0eLRUcLR5NJRxNHs1lHM0fTaUdTR2HYUdheQtXR9vtqBUmDW41bjXkJO65aroDz/NMuEG1gG2j/ONkltE1oReSOs5YzBSCbBl/viEmPljWTRWlA0quGpCXHJsebMcEJU0ANr2xBqGKGUUzXRBFq7DD17bAEN0fjdnE6GgZvh6PpaHB85MZmD71Er9AbFKD36BhN0AkKEUUSfUZf0Tfvi/fd++H9vNrq9dyZF+ja8n79BUlX/vs=</latexit>

Figure 4. Blow-up of the λ plane nearMλ with the periods
labelled.

Definition 5 (Transversality, [CJK]). Suppose λ∗ is a virtual center pa-
rameter. Let p∗(λ) be the holomorphic prepole function such that p∗(λ∗) =
fn−2
λ∗ (λ∗). Define the holomorphic function,

cn(λ) = fn−2
λ (λ)− p∗(λ).

We say fλ is transversal at λ∗ or satisfies a transversality condition at λ∗ if
c′n(λ∗) 6= 0.

Theorem 5.1 (Common Boundary Theorem). Every virtual cycle parameter
is a boundary point of both a shell component and the shift locus. Furthermore,
the family {fλ} is transversal at these parameters.

Remark 5.1. The transversality property translates to the dynamic planes
of the functions fλ as follows:
If fλ is transversal at λ∗, and if λ(t) is any smooth path passing through λ∗

at t∗ such that λ′(t∗) 6= 0, then the dynamics of fλ(t) bifurcates at t∗. In
particular, as λ(t) moves from a shell component into the shift locus through
the common boundary point, an asymptotic value, say λ(t), moves from the
attracting basin of an attractive cycle of fλ(t), through the pre-pole λ∗ of the
virtual cycle, and into the attracting basin of zero for fλ(t). Moreover, if ε
is small enough so that λ(t) does not contain any other virtual center when
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|t − t∗| < ε, then t∗ is the only point in the interval |t − t∗| < ε where the
dynamics of fλ(t) bifurcate. This is illustrated in figures 5 and 6.

In addition, transversality of fλ at λ∗ implies that the holomorphic func-
tions defining the poles pk(λ) and pre-poles pkn(λ) satisfy p′k(λ∗) 6= 0 and
p′kn(λ∗) 6= 0.

Proof of the Common Boundary Theorem. Let λ∗ be a virtual cycle pa-
rameter. It follows from part (c) of theorem 4.1, that λ∗ is on the boundary
of a shell component. Suppose this component, Ωn, is in Mλ so that µ∗ is in
Aλ∗ , the attracting basin of 0, and fn−1

λ∗ (λ∗) = ∞. Let U be a small neigh-

borhood of λ∗ such that for λ ∈ U , µ(λ) is in Aλ and an−1(λ) = fn−1
λ (λ) is

a holomorphic function on U with an−1(λ∗) = ∞. Since infinity is always a
boundary point of the basin Aλ, the open mapping theorem implies that there
is a λU ∈ U with λU ∈ Aλ(U). This says λU ∈ S and thus λ∗ is a boundary
point of S.

In [CJK], we proved a transversality theorem for maps in the tangent fam-
ily, λ tan z with λ = it, t ∈ R. There λ(t) is in the imaginary axis, and the
proof shows that the function cn(λ(t)) has no critical point at t∗. It involves
the use of holomorphic motions and some ideas adapted from [LSS]. That
proof can be adapted here by replacing the imaginary axis with a path λ(t)
in Ωn defined by the condition that the multiplier of the attracting cycle a(λ)
has argument equal to 2πin, for some n. Then the arguments there can be
applied and show that as t→ t∗ in Ωn, c′n(λ(t∗) 6= 0, and the dynamics bifur-
cates smoothly. We refer the interested reader to that paper for the details.
�

An immediate corollary of the Common Boundary Theorem is

Corollary 5.2. Given an itinerary, kn−1 = kn−1kn−2 . . . k1, there is exactly
one component in each of Mλ and Mµ with that itinerary label.

Proof. Let kn−1 be a given itinerary. The prepoles pkn−1
(λ) of order n − 1

form a discrete set in dynamic space since they are solutions of fn−1
λ (z) =∞

and there is only one with itinerary kn−1. They are on the boundary of
Aλ. The virtual centers form a discrete set in parameter space since they are
solutions of fn−1

λ (λ) =∞.
We can find a sequence λj ∈ S, tending to ∂S as j goes to infinity, such

that |fn−1
λj

(λj) − pkn−1
(λ)| goes to zero as j goes to infinity. It follows that

limj→∞ λj is a virtual cycle parameter λ∗ with itinerary kn−1. By theorem 5,
in a small neighborhood of λ∗, there is no other virtual center with itinerary
kn−1 so that the component Ωn with λ∗ as virtual center is the only one in
Mλ with this itinerary.

We obtain a different component Ω′n if we choose a sequence λ′j such that

fn−1
λj

(µn) approaches the prepole with this itinerary, but that is the only other

possibility. In this case, Ω′n is in Mµ. �
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Figure 5. Transversality in the parameter plane
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<latexit sha1_base64="ho26dqT4XchXgDeLLFporYET3A0=">AAAJBXicdVVPb9xEFN8UGpblTxs4cnkijpqQzdYOCQ0VK7UKqgJSRZImbZU6ccf2eHdYe8byjJNsXEvcEHwXbogrn4PPwYkbb8b27mab+mC/+b335v2Z3zz7acyksu1/Fm699/7txQ/aH3Y++viTT+/cXfrsuRR5FtDjQMQie+kTSWPG6bFiKqYv04ySxI/pC3+0q/UvzmkmmeBHapzS04QMOItYQBRC3tLtf1esyHNj9AjJ6tVavxbBVYTDldVZsdw0gQZlBsiGogtv9OfNd45GDr3C7+p1qbcA576WV6/WnftXsA7+mvFKiBoGJC6elH23gMgr6k0rxz64UUaCgp5pF3pWbFyVZTHBysa6XG+w2iLJyxLc0oQwGuctW6cy61erTVzpiE0p5ttUnfjisgDCQyhhA51AayNvhNGcctVe6w+8kf7ACNzUdANSrxh5Doy8TWxTKJREkWM9A4NjbgHLgmq12axqwxkVL1ddxiM1XutHJtj1/nRvCKGjP/YKu3u9kY892+p2Vn6IAHyhhtAUZ5myLF0VihkFxsHSxsAUMAmBSNKYKhqPUXNOMka4Mi5qSOHHPGYEJFUA2pbALmpFppEeuK4JJzi6Ck5BRNonQcOucWZJQkNGFAWk6jSqBMkw5Bgjc04DRcMewBHaY9Y0AyLHSaqEYgGckzinQJnBFeWhBCUwNyBK4ZEqxgeAyQyR4JkvYvRAgYkQhWAcxFQrsUifxoIPjO+1mnoww0/YA1fmvi7VQL4PuyZZ7aJRrG7aUpkHQ9QQVfV6PmdprOe5bpkaTAnT/K9nLAGs2ZT6MLk/TzU1kM7Injydg2vez6melbhZZ+UJu4SK8Q8B9jOBERWrU7Ru3AejFpO77+Kd169pNeUZX63FNXAzNhgqkmXior5GBLjgG1c0E3PF6fvasyzAtmOZN0a2NCkkzj+T3uvXz4Y0ju/dMyRFinHELfenhA6Il1pwgbyg5oCinAd6ssnZrpcV35VIcR4OcPbFFel+zgealJrjCMGQnNNpyjNHU5/IDKJDvcXPCSt6ujKnJnOSx4rhKEfmJiQF6+lDaBKf65khW/F9efaVVd2xnDM9u5EAgUBBB9ZbGLrRy+oeYBmYUS5yiTUho3BcEzxWbGcVpcT+aHab2dKxUty8491dtnv21vbOzjbYvR3b3na2UHC27G8efAtOzzbPcqt+9r2lhf/cUAR5go0PYiLlK8dO1WkhYxZSWXbcXNKUBCMyoK9Q5CSh8rQwf6cSVhAJIcIrGGGuYNBZj4IkElvpo6VugZzXafBdOjVMMHpII3d3t5hc1xo6OppARzV0cjKBTmpob28C7dXQ4eEEOqyhg4MJdFBDx8cT6LhJIitcU1+R0bCEBvUb1EeaTOFxA4+R2+JiqkgaBf6sseNkqgkaTTAmfAoPGniQUcrxf3j9RFS0c1ownuZImaA6kCiPzRjEiQkhy3D6In1wRgcZ04QOhkRTHcmnydIwAt4tPN/sOV/3nIPN5UdWTZt264vWl63VltN60HrU2mvtt45bweLJ4i+Lvy3+3v61/Uf7z/Zflemthdrn89a1p/33/zefDHg=</latexit>

f
p�2
�⇤

<latexit sha1_base64="DmZ2D/6bNvmxXd5W723eFrijr7w=">AAAJFXicdVXNbttGEJaT1lXVv7g99jKoacSObYVU7cYNKiCBi8AtENR27CRwaDNLciltRO4S3KVtmeE79Fa079Jb0WvPfZTeOrskJVlxeCBnv5nZ+dlvh34aM6ls+9+FW7c/+HDxo/bHnU8+/ezzL+4sfflcijwL6HEgYpG99ImkMeP0WDEV05dpRknix/SFP9rV+hfnNJNM8CM1TulpQgacRSwgCiFvafH2ihV5boweIVm9WuvXIriKcLiyOiuWmybQoMwA2VBswFv9efuDo5FDr/A39LrUW4BzX8urV+vO/StYB3/NeCVEDQMSF0/KvltA5BX1ppVjH9woI0FBz7QLPSs2r8qymGBlY12uN1htkeRlCW5pQhiN846tU5n1q1UPVzpiU4r5NlUnvrgsgPAQSthEJ9DayBthNKdctdf6A2+kPzACNzXdgNQrRp4DI6+HbQqFkihyrGdgcMwtYFlQrXrNqjacUfFy1WU8UuO1fmSCXe/Pxg0hdPTHXmFvXG/kY8+2NjorP0UAvlBDaIqzTFmWrgrFjALjYGljYAqYhEAkaUwVjceoOScZI1wZFzWk8HMeMwKSKgBtS2AXtSLTSBdc14QTHF0FpyAi7ZOg4YZxZklCQ0YUBaTqNKoEyTDkGCNzTgNFwy7AEdpj1jQDIsdJqoRiAZyTOKdAmcEV5aEEJTA3IErhkSrGB4DJDJHgmS9i9ECBiRCFYBzEVCuxSJ/Ggg+M77WaujDDT9gDV+a+LtVAvg+7JlntolGsbtpSmQdD1BBV9Xo+Z2ms57lumRpMCdP8r2csAazZlPowuT9PNTWQzsiePJ2Da97PqZ6VuFln5Qm7hIrxDwH2M4ERFatTtG7cB6MWk7vv4p3Xr2k15RlfrcU1cDM2GCqSZeKivkYEuOCbVzQTc8Xp+9q1LMC2Y5k3RrY0KSTOP5Pe69fPhjSO7941JEWKccQt95eEDoiXWnCBvKDmgKKcB3qyydmulxXflUhxHg5w9sUV6d7kA01KzXGEYEjO6TTlmaOpT2QG0aHe4eeEFV1dmVOTOcljxXCUI3MTkoL19CE0ic/1zJCt+LE8u2dVdyznTM9uJEAgUNCB9RaGbvSyugdYBmaUi1xiTcgoHNcEjxXbWUUpsT+a3Wa2dGaacnavPCvSzR6OEe/Ost21t7Z3drbB7u7Y9razhYKzZX/34HtwurZ5llv1s+8tLfznhiLIEzyIICZSvnLsVJ0WMmYhlWXHzSVNSTAiA/oKRU4SKk8L87cqYQWRECK8khHmDgad9ShIIrG1Plrqlsh5nQbfp1PDBKOHNHJ3d4vJ9a2ho6MJdFRDJycT6KSG9vYm0F4NHR5OoMMaOjiYQAc1dHw8gY6bJLLCNfUVGQ1LaFC/QX2kzRQeN/AYuS4upoqkUeDPGztOppqg0QRjwqfwoIEHGaUc/4/XT0RFO6cF42mOFAqqA4ny2IxFnKAQsgynMdIJZ3aQMU3wYEg09ZGMmiwNI+D9wvNe1/m26xz0lh9ZNW3ara9b37RWW07rQetRa6+13zpuBYtvFn9d/H3xj/Zv7T/bf7X/rkxvLdQ+X7WuPe1//gchwBJI</latexit>

f
p�2
�1<latexit sha1_base64="bT3/e3bZeJV+W6yJvTYF6aUt+/g=">AAAJFXicdVXNbttGEJaTVlXdv7g99jKoaUSubUVUY8QNKiCBi8AtENR27CRwaDNLckltRO4S3KVtmeE79Fa079Jb0WvPfZTeOrskJVlxeCBnv5nZ+dlvh14aM6n6/X+Xbt3+4MP2R52Plz/59LPPv7iz8uVzKfLMp8e+iEX20iOSxozTY8VUTF+mGSWJF9MX3nhX61+c00wywY/UJKWnCYk4C5lPFELuSvv2mhW6ToweAelerQ9rERxFOFxZy2uWkybQoMwA2Uhswlv9efuDrZFDt/A29brUW4B9T8vdqw373hVsgLduvBKiRj6Jiyfl0CkgdIt608pxCE6YEb+gZ9qFnhVbV2VZTLGysS43Gqy2SPKyBKc0IYzGfsfWrsyG1WqAKx2xKcV8m6oTT1wWQHgAJWyhE2ht6I4xml12++vDyB3rD4zBSU03IHWLsWvD2B1gmwKhJIoc64kMjrn5LPOr1aBZ1YZzKl52HcZDNVkfhibY9f5s3hBCR3/sFv3N64187PatzeW1n0IAT6gRNMVZpixLV4ViRoFxsLQxMAVMgi+SNKaKxhPUnJOMEa6MixpR+DmPGQFJFYC2JbCLWpFppAeOY8IJjq6CUxCh9knQcNM4syShASOKAlJ1FlWCZBhygpE5p76iQQ/gCO0xa5oBkZMkVUIxH85JnFOgzOCK8kCCEpgbEKXwSBXjEWAyIyR45okYPVBgIkDBn/gx1Uos0qOx4JHxvVZTD+b4CXvgyNzTpRrI82DXJKtdNIrVzVoqc3+EGqKqXi/mLI31ItctU4MpYZb/9YwlgDWf0hCm9+eppgbSGdmTpwtwzfsF1bMSN1tee8IuoWL8Q4D9TGBExeoUrRv3wajF9O47eOf1a1ZNeca7tbgOTsaikSJZJi7qa0SAC751RTOxUJy+rz3LAmw7lnljZEuTQuL8M+m9fv1sROP47l1DUqQYR9xyfkloRNzUggvkBTUHFObc15NNzne9rPiuRIrzMMLZF1eke5NHmpSa4wjBiJzTWcpzR1OfyByiQ73DzykreroyuyZzkseK4ShH5iYkBevpQ2gSX+iZIVvxY3n2rVXdsZwzPbuRAL5AQQfWWxi60cvqHmAZmFEucok1IaNwXBM8VmxnFaXE/mh2m9myPNcUHE1nRbo1wDHi3lnt9/r3t3d2tqHfu9/f3h7soPD9oP9gewB2r2+e1Vb97LsrS/85gfDzBA/Cj4mUr+x+qk4LGbOAynLZySVNiT8mEX2FIicJlaeF+VuVsIZIACFeyRBzB4POexQkkdhaDy11S+SiToPv06lRgtEDGjq7u8X0+tbQ0dEUOqqhk5MpdFJDe3tTaK+GDg+n0GENHRxMoYMaOj6eQsdNElnhmPqKjAYlNKjXoB7SZgZPGniCXBcXM0XSKPDnjR0nM43faPwJ4TM4auAoo5Tj//H6iahw57RgPM2RQn51IGEem7GIExQCluE0RjrhzPYzpgnuj4imPpJRk6VhBLxfeD7o2d/17IPB6iOrpk2n9XXrm1a3ZbcetB619lr7reOW337T/rX9e/uPzm+dPzt/df6uTG8t1T5fta49nX/+B0H3ElQ=</latexit>

f
p�2
�0

<latexit sha1_base64="dgrh662boUx05SpLoohC8T8lLjw=">AAAJFXicdVVLb9tGEJaTVlXVR+L22MugphG7lhVRLZAHKiCBi8AtENR27CRwaDNLciltRO4S3KVtieF/6K1o/0tvRa8996f01tklqZddHsjZb2Z2Hvvt0EsiJlWv98/ardsffNj8qPVx+5NPP/v8zt31L15KkaU+PfFFJNLXHpE0YpyeKKYi+jpJKYm9iL7yxnta/+qCppIJfqwmCT2LyZCzkPlEIeSuN29vWqHrROgRkK3p9qASwVGEw9Rqb1pOEkONMgOkI9GB9/rz/ntbI0du7nX0utBbgH1fy1vTHfv+FHbA2zZeMVEjn0T5s2Lg5BC6ebVp6TgAJ0yJn9Nz7ULP891pUeQzrKiti50aqyzirCjAKUwIo7Gv2dql2aBc9XGlI9almG9ddeyJqxwID6CAXXQCrQ3dMUazi63e9mDojvUHxuAkphuQuPnYtWHs9rFNgVASRY71DA2Oufks9ctVv15VhgsqXmw5jIdqsj0ITbDl/nRuCKGjP3XzXme5kU/dntVpb/4YAnhCjaAuzjJlWboqFFMKjIOljYEpYBJ8EScRVTSaoOaCpIxwZVzUiMJPWcQISKoAtC2BPdSKVCNdcBwTTnB0FZyCCLVPjIYd48zimAaMKApI1XlUCZJhyAlG5pz6igZdgGO0x6xpCkRO4kQJxXy4IFFGgTKDK8oDCUpgbkCUwiNVjA8BkxkhwVNPROiBAhMBCv7Ej6hWYpEejQQfGt+lmrqwwE/YB0dmni7VQJ4HeyZZ7aJRrG7eUpn5I9QQVfZ6NWdprFe5bpkaTAnz/JczlgDWYkoDmN2f55oaSGdkT5aswBXvV1QvCtysvfmMXUHJ+McAB6nAiIpVKVo37oNR89ndd/DO69e8muKcb1XiNjgpG44USVNxWV0jAlzw3SlNxUpx+r52LQuw7VjmjZEtTQqJ88+k9/btixGNonv3DEmRYhxxy/k5pkPiJhZcIi+oOaAw476ebHKx60XJdyUSnIdDnH1RSbp32VCTUnMcIRiRCzpPeeFoqhNZQHSoa/ycsaKrK7MrMsdZpBiOcmRuTBKwnj+GOvGVnhmy5T8U599Y5R3LONOzGwngCxR0YL2FoRu9Ku8BloEZZSKTWBMyCsc1wWPFdpZRCuyPZreZLe2Fpri94jxPdvs4Rty7G73uo0ff9R4+gF63Z565YFfCRqN6Dtz1tX+dQPhZjAfhR0TKN3YvUWe5jFhAZdF2MkkT4o/JkL5BkZOYyrPc/K0K2EQkgBCvZIi5g0EXPXISS2yth5a6JXJVp8H/06lRjNEDGjp7e/ns+lbQ8fEMOq6g09MZdFpB+/szaL+Cjo5m0FEFHR7OoMMKOjmZQSd1EmnumPrylAYF1KhXox7SZg5PaniCXBeXc0VcK/DnjR0nc41fa/wJ4XN4WMPDlFKO/8flE1Hhw7Oc8SRDCvnlgYRZZMYiTlAIWIrTGOmEM9tPmSa4PyKa+khGTRZ7lRrXhZf9rv1t1z7sbzyxKtq0Gl81vm5sNezGg8aTxn7joHHS8Jvvmr80f2v+3vq19Ufrz9Zfpemttcrny8bS0/r7P9MaEik=</latexit>

f�1
<latexit sha1_base64="FJU9RpF6P2z70i1hL+F2wzXMB6E=">AAAJD3icdVXNbttGEJbTxlXVv7g99jKoacSuZUVUY8QNKiCBi8AtENR2rCRwaDNLciltRe4S3KVtieEL9Fa079Jb0WsfoY/SQ4HOLklJVhweyNlvZnZ+9tuhl0RMqm73n5Vb771/e/WD5oetjz7+5NPP7qx9/lyKLPXpwBeRSF96RNKIcTpQTEX0ZZJSEnsRfeGN97X+xQVNJRP8RE0SehaTIWch84lCyF27/d+GFbpOhB4B2Zxu9SsRHEU4TK3WhuUkMdQoM0A6Em14oz9vvrM1cuzmXluvC70F2Pe0vDndtu9NYRu8LeMVEzXySZQ/KfpODqGbV5uWjn1wwpT4OT3XLvQ835kWRT7Ditq62K6xyiLOigKcwoQwGvstW7s065erHq50xLoU862rjj1xlQPhARSwg06gtaE7xmh2sdnd6g/dsf7AGJzEdAMSNx+7NozdHrYpEEqiyLGeocExN5+lfrnq1avKcEHFi02H8VBNtvqhCXa9P+0bQujoj928277eyMdu12q3Nn4IATyhRlAXZ5myLF0ViikFxsHSxsAUMAm+iJOIKhpNUHNBUka4Mi5qROHHLGIEJFUA2pbAPmpFqpEOOI4JJzi6Ck5BhNonRsO2cWZxTANGFAWk6jyqBMkw5AQjc059RYMOwAnaY9Y0BSIncaKEYj5ckCijQJnBFeWBBCUwNyBK4ZEqxoeAyYyQ4KknIvRAgYkABX/iR1QrsUiPRoIPje+1mjqwwE84AEdmni7VQJ4H+yZZ7aJRrG7eUpn5I9QQVfZ6OWdprJe5bpkaTAnz/K9nLAGsxZT6MLs/TzU1kM7InixZgiveL6meFbhZa+MJu4KS8Q8BDlOBERWrUrRu3Aej5rO77+Cd1695NcU536zELXBSNhwpkqbisrpGBLjgO1OaiqXi9H3tWBZg27HMGyNbmhQS559J7/XrZyMaRXfvGpIixTjilvNTTIfETSy4RF5Qc0Bhxn092eRi14uS70okOA+HOPuiknQ/Z0NNSs1xhGBELug85YWjqU5kAdGh3uLnjBUdXZldkTnOIsVwlCNzY5KA9fQh1Ikv9cyQLf++OP/aKu9Yxpme3UgAX6CgA+stDN3oVXkPsAzMKBOZxJqQUTiuCR4rtrOMUmB/NLvNbGktNAVHk9Vy76x3O937u3t7u9Dt3O/u7vb2UPi2132w2wO70zXPeqN6Dt21lX+dQPhZjEfgR0TKV3Y3UWe5jFhAZdFyMkkT4o/JkL5CkZOYyrPc/KcK2EAkgBAvY4hZg0EXPXISS2yqh5a6GXJZp8F36dQoxugBDZ39/Xx2cSvo5GQGnVTQ6ekMOq2gg4MZdFBBx8cz6LiCjo5m0FEFDQYzaFAnkeaOqS9PaVBAjXo16iFh5vCkhifIcnE5V8S1An/b2HEy1/i1xp8QPoeHNTxMKeX4Z7x+IircO8sZTzIkj18eSJhFZiDi7ISApTiHkUg4rf2UaWr7I6JJjzTUZKkZAe8Wnvc69jcd+6i3/siqaNNsfNn4qrHZsBsPGo8aB43DxqDhrwarv6z+tvp789fmH80/m3+VprdWKp8vGtee5t//A552EPI=</latexit>

f�0
<latexit sha1_base64="OPNIL06JsL9fiyVlGhHXf5qM2bI=">AAAJD3icdVVbb9xEFN4UGpbl0gYeeTkijrohm+06IPUiVmoVVAWkiiTNtlXqxB3b491h7RnLM06y6/oP8Ibgv/CGeOUn8FN4QOLM2N5bgh/sM985Z85lvjn2kohJ1ev9vXbrvfdvr3/Q/LD10ceffHrn7sZnL6XIUp8OfBGJ9LVHJI0YpwPFVERfJyklsRfRV954X+tfXdBUMsFP1CShZzEZchYynyiE3I3b/25ZoetE6BGQ9nS7X4ngKMJharW2LCeJoUaZAdKR6MA7/Xn3ra2RYzf3Onpd6C3Avq/l9nTHvj+FHfC2jVdM1MgnUf6s6Ds5hG5ebVo69sEJU+Ln9Fy70PN8d1oU+Qwrautip8YqizgrCnAKE8Jo7Gu2dmnWL1d7uNIR61LMt6469sRVDoQHUMAuOoHWhu4Yo9lFu7fdH7pj/YExOInpBiRuPnZtGLt72KZAKIkix3qGBsfcfJb65WqvXlWGCypetB3GQzXZ7ocm2HJ/OjeE0NGfunmvs9zIp27P6rS2vg8BPKFGUBdnmbIsXRWKKQXGwdLGwBQwCb6Ik4gqGk1Qc0FSRrgyLmpE4YcsYgQkVQDalsA+akWqkS44jgknOLoKTkGE2idGw45xZnFMA0YUBaTqPKoEyTDkBCNzTn1Fgy7ACdpj1jQFIidxooRiPlyQKKNAmcEV5YEEJTA3IErhkSrGh4DJjJDgqSci9ECBiQAFf+JHVCuxSI9Ggg+N71JNXVjgJxyAIzNPl2ogz4N9k6x20ShWN2+pzPwRaogqe72aszTWq1y3TA2mhHn+yxlLAGsxpT7M7s9zTQ2kM7InS1bgivcrqhcFbtbaesauoGT8Y4DDVGBExaoUrRv3waj57O47eOf1a15Ncc7blbgNTsqGI0XSVFxW14gAF3x3SlOxUpy+r13LAmw7lnljZEuTQuL8M+m9fftiRKPo3j1DUqQYR9xyfozpkLiJBZfIC2oOKMy4ryebXOx6UfJdiQTn4RBnX1SS7qdsqEmpOY4QjMgFnae8cDTViSwgOtQ1fs5Y0dWV2RWZ4yxSDEc5MjcmCVjPH0Od+ErPDNny74rzr6zyjmWc6dmNBPAFCjqw3sLQjV6V9wDLwIwykUmsCRmF45rgsWI7yygF9kez28yW1kJT3B4OEPfuZq/76NE3vYcPoNftmWcu2JWw2aieQ3dj7R8nEH4W4xH4EZHyjd1L1FkuIxZQWbScTNKE+GMypG9Q5CSm8iw3/6kCthAJIMTLGGLWYNBFj5zEEpvqoaVuhlzVafD/dGoUY/SAhs7+fj67uBV0cjKDTiro9HQGnVbQwcEMOqig4+MZdFxBR0cz6KiCBoMZNKiTSHPH1JenNCigRr0a9ZAwc3hSwxNkubicK+Jagb9t7DiZa/xa408In8PDGh6mlHL8My6fiAofnuWMJxmSxy8PJMwiMxBxdkLAUpzDSCSc1n7KNLX9EdGkRxpqstir1LguvNzr2l937aO9zSdWRZtm44vGl412w248aDxpHDQOG4OGvx6s/7z+6/pvzV+avzf/aP5Zmt5aq3w+byw9zb/+Ay+uEMc=</latexit>

f�⇤
<latexit sha1_base64="WPWIYw3xo/3dlOOT7hKjCI3Jh1U=">AAAJD3icdVXdbtxEFHYKDUv4a+CSmyPiqEmz2a4TEGnFSq2CqoBUkaRJW6VO3LE93h3WnrE84yS7rl+AOwTvwh3ilkfgUbhA4szY3r+mvrDPfOecOT/zzbGfxkyqbvefpVvvvX97+YPWhysfffzJp5/dWf38uRR5FtDTQMQie+kTSWPG6aliKqYv04ySxI/pC3+4r/UvLmkmmeAnapTS84T0OYtYQBRC3urt/9btyHNj9AjJxnizV4vgKsJhbK+s226aQIMyA2QD0YY3+vPmO0cjx17ht/W61FuAc1/LG+Mt5/4YtsDfNF4JUYOAxMWTsucWEHlFvWnl2AM3ykhQ0AvtQi+K7XFZFhOsbKzLrQarLZK8LMEtTQijcd6ydSqzXrXawZWO2JRivk3ViS+uCyA8hBK20Qm0NvKGGM0pN7qbvb431B8YgpuabkDqFUPPgaG3g20KhZIocqynb3DMLWBZUK12mlVtOKPi5YbLeKRGm73IBJvvT/uGEDr6Y6/otucb+djr2u2V9R8iAF+oATTF2aYsW1eFYkaBcbC1MTAFTEIgkjSmisYj1FySjBGujIsaUPgxjxkBSRWAtiWwj1qRaaQDrmvCCY6uglMQkfZJ0LBtnFmS0JARRQGpOo0qQTIMOcLInNNA0bADcIL2mDXNgMhRkiqhWACXJM4pUGZwRXkoQQnMDYhSeKSK8T5gMgMkeOaLGD1QYCJEIRgFMdVKLNKnseB94ztXUwdm+AkH4Mrc16UayPdh3ySrXTSK1U1bKvNggBqiql4v5iyN9SLXbVODKWGa/3zGEsCeTakHk/vzVFMD6YzsydMFuOb9gupZiZutrD9h11Ax/iHAYSYwomJ1ivaN+2DUYnL3Xbzz+jWtprzgG7W4CW7G+gNFskxc1deIABd8e0wzsVCcvq8d2wZsO5Z5Y2Rbk0Li/DPpvX79bEDj+O5dQ1KkGEfcdn9KaJ94qQ1XyAtqDijKeaAnm5ztelnxXYkU52EfZ19cke7nvK9JqTmOEAzIJZ2mPHM09YnMIDrUW/ycsKKjK3NqMid5rBiOcmRuQlKwnz6EJvGFnhmyFd+XF/fs6o7lnOnZjQQIBAo6sN7C0I1eV/cAy8CMcpFLrAkZheOa4LFiO6soJfZHs9vMlpWZplzcwwHi3VnrdrrmgW7nwe7O3oM9FHb39r7+Zg+cWrVm1c+ht7r0rxuKIE/wCIKYSPnK6abqvJAxC6ksV9xc0pQEQ9Knr1DkJKHyvDD/qRLWEQkhwssYYdZg0FmPgiQSm+qjpW6GXNRp8F06NUgwekgjd3+/mFzcGjo5mUAnNXR2NoHOaujgYAId1NDx8QQ6rqGjowl0VEOnpxPotEkiK1xTX5HRsIQG9RvUR8JM4VEDj5Dl4mqqSBoF/rax42SqCRpNMCJ8CvcbuJ9RyvHPOH8iKto7LxhPcyRPUB1IlMdmIOLshJBlOIeRSDitg4xpagcDokmPNNRkaRgB7xae73Sc3Y5ztLP2yK5p07K+tL6yNizH+tZ6ZB1Yh9apFSyHy78s/7b8e+vX1h+tP1t/Vaa3lmqfL6y5p/X3/30qEOY=</latexit>
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Figure 6. Transversality in the dynamic plane

5.1. The Bifurcation Locus. Denote the set of virtual center parameters
by Bcv. By theorem 4.1, each such parameter is on the boundary of a unique
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shell component and in section 4.2 we used these parameters to enumerate
the shell components. Here we will prove that these parameters are dense in
the boundary of the shift locus. To do so we need two definitions.

Definition 6 (Holomorphic family). A holomorphic family of meromorphic

maps over a complex manifold X is a map F : X×C→ Ĉ, such that F(x, z) =:
fx(z) is meromorphic for all x ∈ X and x 7→ fx(z) is holomorphic for all
z ∈ C.

Definition 7. The J-stable set of the family F2, denoted by J = Jρ, is the
set

{λ | fnλ (λ) and fnλ (µ) form normal families}.
Its complement is called the bifurcation locus.

In [KK] it is proved that

Proposition 5.3 ([KK]). If λ0 ∈ J , then the number of attracting cycles of
fλ0

is locally constant in a neighborhood of λ0; in particular, J is open.

We need the following generation of Montel’s theorem.

Theorem 5.4 (See theorem 3.3.6 in [Bea]). Let D be a domain, and suppose
that the functions φ1, φ2 and φ3 are analytic in D, and are such that the
closures of the domains φj(D) are mutually disjoint. If F is a family of
functions, each analytic in D, and such that for every z in D, and every f in
F , f(z) 6= φj(z), j = 1, 2, 3, then F is normal in D.

If the iterates under fλ of both λ and µ converge to attracting cycles,
then λ ∈ J . Thus J contains all the shell components and the shift locus.
The set of virtual center parameters Bcv is clearly not contained in J . By
theorem 4.1 and theorem 5.1 the points in Bcv are on the boundaries of both
a shell component and the shift locus. In addtion, we have

Theorem 5.5. The boundary of J is contained in the closure of Bcv, that is,
∂J ⊂ Bcv.

Proof. Since 0 is an attracting fixed point, at least one of the families {fnλ (λ)}
and {fnλ (µ)} converges to 0; that is, for each λ0, one of them is always normal
and, by proposition 5.3, in a neighborhood of λ0 it is the same family that
is normal. Suppose λ0 ∈ ∂J ; without loss of generality, we may assume that
{fnλ (λ)} is not normal at λ0.

Let U be any neighborhood of λ0. The poles of fλ,

pk(λ) =
1

2
log(

ρ− 2λ

ρ
) + ikπ, k ∈ Z,

form a holomorphic family in U . If fnλ,µ(λ) 6= pk(λ) for any k or λ ∈ U , then

theorem 5.4 implies fnλ (λ) is normal in U . This contradicts the hypothesis
that λ0 ∈ ∂J . �

The bifurcation locus contains parabolic cusps and Misiurewicz points.
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6. Topological structure of the Shift Locus

In this section we will show that the shift locus is homeomorphic to an
annulus punctured at one point. This puncture corresponds to the point
λ = 0 where fλ is not defined.

Before we discuss this proof we need a lemma.

Lemma 6.1. Suppose V is Riemann surface homeomorphic to a disk from
which a (possibly empty) collection of finitely or countably many pairwise dis-
joint disks have been removed. Let λ and µ be two distinct points in V . Then
there is a Riemann surface W, homeomorphic to a disk minus a countable col-
lection of pairwise disjoint disks, and an infinite degree holomorphic covering
map h : W → V \ {λ, µ}.

Proof. There exists an embedding e : V → Ĉ such that e(λ) = 0 and e(µ) =
∞. Consider the exponential map

Exp(z) = ez : C→ C

and set W = Exp−1(e(V )). Each component U of Ĉ\e(V ) is simply connected
and does not contain either 0 or ∞. Therefore Exp−1(U) is the union of
infinitely many simply connected open sets so that W is an open set with
infinitely many holes. Thus h = e−1 ◦Exp : W → V is the required map. �

Remark 6.1. We inductively apply this lemma to construct a family of sur-
faces and infinite degree covering maps. The direct limit of this process defines
a map that is used in a key step of the proof of the main structure theorem.

As in lemma 6.1, let V0 be a topological disk and let {Uj} be a (possibly
empty) collection of finitely or countably many pairwise disjoint disks in V0.
Set U0 = V0 \ ∪j∈ZUj and fix two points, λ0 and µ0 in U0. Applying the
lemma, we can find a Riemann surface U1 = V1 \∪(j1,j)∈Z2Uj1j, where V1 is a
topological disk and the Uj1,j are pairwise disjoint topological disks in V1, and
an infinite degree holomorphic covering map h1 : U1 → U0 \ {λ0, µ0}.

Iterating this process, we choose points λn−1, µn−1 ∈ Un−1 and obtain Rie-
mann surfaces Un = Vn \∪(jn,···j0)∈Zn+1Ujn···j0 , where Vn is a topological disk
and the Ujn···j0 are pairwise disjoint topological disks in Vn, and holomorphic
covering maps of infinite degree

hn : Un → Un−1 \ {λn−1, µn−1}.

To carry out the proof on the structure of S, recall the normalized uni-
formizing map φλ defined in the proof of proposition 3.1 that conjugates fλ
to a linear map near the origin. We divide the discussion into two parts de-
pending on which of the asymptotic values is on the boundary of Oλ, the
domain on which φλ is injective:

• Let Sλ = {λ ∈ S|µ ∈ ∂Oλ}.
• Let Sµ = {λ ∈ S|λ ∈ ∂Oλ}.
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These sets have a common boundary, S∗ = Sλ ∩ Sµ, or equivalently,

S∗ = {λ ∈ Sλ|λ ∈ ∂Oλ} = {λ ∈ Sµ|µ ∈ ∂Oλ}.
In section 3.2 we defined the map I(λ) which is the inversion in the circle

C0 defined by |z − ρ/2| = |ρ/2|. Using this map we have,

Proposition 6.2. The common boundary set S∗ is invariant under I(λ).

Proof. Note that the affine map z → −z conjugates fλ to fI(λ). Therefore
if φλ(z) is the uniformizing map for fλ, then the uniformizing map φI(λ) for
fI(λ) = fλ1,µ1

is φλ(−z). Thus,

φI(λ)(λ1) = φλ(µ) and φI(λ)(µ1) = φλ(λ).

It follows that I(λ) interchanges Sλ and Sµ and fixes S∗.
�

Note that the point λ = ρ is in S∗.
We saw above, in proposition 3.4, that if ρ is real, the invariant circle C0

of the inversion I(λ) is in S. If ρ is real, we can say more.

Proposition 6.3. If ρ is real, then S∗ = C0.

Proof. Let σ(z) = −z. Then if ρ is real, it is easy to check that for any z,
fλ ◦ σ(z) = σ ◦ fλ(z). Therefore

fnλ (µ) = fnλ (−λ) = −fnλ (λ)

and by proposition 3.4, they both converge to 0.
To show S∗ = C0, we need to show that |φλ(λ)| = |φλ(µ)| where φλ is the

uniformizing map defined above such that φλ(fλ(z)) = ρφλ(z). We claim, in

fact, that φλ(µ) = −φλ(λ).
Let φ = σ ◦ φλ ◦ σ(z). We claim that φλ = φ since

φ(fλ(z)) = σ◦φλ◦σ(fλ(z)) = σ◦φλ(fλ(σ(z))) = σ(ρφλ(σ(z))) = ρσ◦φλ◦σ(z) = ρφ(z).

Then φλ(µ) = φλ(σ(z)) = σφλ(λ)) = −φλ(−λ) as claimed. �

The following theorem says that the interior S0
λ of Sλ is a topological an-

nulus. It follows that it is connected.

Theorem 6.4. There is a homeomorphism E : S0
λ → A where A is a topolog-

ical annulus. The inverse map E−1 extends continuously to all points except
one of one of the boundary components of A.

Remark 6.2. The proof of this theorem is based on a lemma in which we
explicitly construct a homeomorphism E from S0

λ to an annulus. The con-
struction depends on the choice of a particular “model map” in the period 1
component Ω1.

The proof of the lemma is based on a technique that originally appeared
in the unpublished thesis of Wittner, [Wit]. The technique, called “critical
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point surgery”, is used to model pieces of the cubic connected locus on the
dynamical plane of a quadratic polynomial. In [GK], it was adapted to describe
slices of Rat2, the parameter space of rational maps of degree two with an
attracting fixed point. Like the Rat2 case, we have two singular values, but
unlike that case, our singular values are asymptotic values and our maps are
infinite degree and have an essential singularity. We choose as our model
an fλ with λ in the period 1 shell component of Mλ. This is the unbounded
yellow component in figure 2 and is denoted by Ω1. As we saw at the end of
section 3.2, the attracting basin of the fixed point of fλ is simply connected and
completely invariant. Our model space will be the annulus formed by removing
a dynamically defined disk from this basin.

Before we give the proof in detail, we give an outline. Below, we assume,
as we have been doing, that ρ is fixed and all the functions fλ belong to F2.

(1) Since the multiplier map is a universal cover of a shell component to
the punctured unit disk, we can find a λ0 in Ω1 ⊂Mλ such that the
multiplier at the fixed point q0 of fλ0

equals the fixed value ρ. This
choice is convenient because the map fλ0

is quasiconformally conju-
gate to a map σ tan z whose Julia set, by [KK], is a quasiconformal
image of the real line. In fact, if we take ρ real, σ is real, the Julia set
of fλ0 is a line parallel to the imaginary axis and the attracting basin
of fλ0 is a simply connected, completely invariant half plane contain-
ing the asymptotic value λ0. Following the notation in section 3.2 we
denote the basin of fλ0

by K0.
(2) We make the model space by removing from K0 a closed dynamically

defined topological disk ∆ which contains the fixed point q0 in its
interior and λ0 on its boundary. We define the map E from S0

λ to
K0 \ ∆ as follows: to each λ ∈ S0

λ, we construct a map ξλ from a
subset of the attracting basin Aλ of 0 containing both asymptotic
values into the attracting basin K0 of fλ0

such that ξλ(0) = q0 and
ξλ(µ) = λ0; we set E(λ) = ξλ(λ). We then prove that E is injective.

(3) To show E is a homeomorphism, we construct an inverse.
• We want to assign a map fλ ∈ S0

λ to each point p in K0 \ ∆.
The point p should correspond to the asymptotic value λ of fλ.
Given p, we use induction to construct the stable region of a
map with two asymptotic values at λ0 and p. At the nth step we
obtain a domain Un, homeomorphic to a disk minus an infinite
collection of open disks, and a holomorphic map Qn : Un → Un
with omitted values λ0 and p. Taking the direct limit of the pairs
(Un, Qn) we obtain a pair (U∞, Q∞) where Q∞ : U∞ → U∞ is a
holomorphic covering map with the desired topology; that is, an
infinite degree covering map with two asymptotic values.
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• We construct a conformal embedding e : U∞ → C such that
e ◦ U∞ = fλ ◦ e for a unique λ ∈ S0

λ such that ξλ(λ) = p. The
construction depends on some Teichmüller theory. We give a
brief summary of what we need before the construction.

• We extend this inverse map to the points of ∂∆ \ {λ0} whose
image, by construction, is S∗. Note that the map is not defined
for p = λ0; its image must be a parameter singularity in S∗.

The proof of theorem 6.4 is contained in the next subsections.

6.1. The Model Space. Every point λ ∈ Ω1 corresponds to a function fλ
with a non-zero attracting fixed point denoted by qλ; its attractive basin
is denoted by Kλ. By propositions 3.1 and 3.5, it is simply connected and
completely invariant. In fact, fλ is quasiconformally conjugate to t tan z for
some real t ≥ 1 whose Julia set is the real line (see [DK]), so its Julia set is
the quasiconformal image of a line (see figure 7 where ρ = 2/3). In figure 7,
the cyan colored region is Kλ and the yellow region is the basin of 0, Aλ.
The black dots are poles on the boundary of Kλ and are in the Julia set.
Denote the closure of Kλ by Kλ. It is the analogue of the filled Julia set for
a quadratic map.

Because the multiplier map ν is a universal covering from Ω1 to D∗, we can
find a sequence of points λj ∈ Ω1, j ∈ Z such that ν(λj) = f ′λj (q(λj)) = ρ.

We choose one, denote it by λ0, and set q0 = q(λ0). We set Q(z) = fλ0
(z)

and let K0 denote the attracting basin of q0.
In figure 8 set K is depicted for ρ real and λ0 taken as the real solution to

ν(λ0) = f ′λ0
(q(λ0)) = ρ. Since the multipliers of both attracting fixed points,

0 and q0, are the same, there is a real t = t(ρ) such that Q(z) and t tanh z are
not only quasiconformally conjugate but affine conjugate and the Julia set of
Q(z) is a vertical line.

There is a local uniformizing map, which we denote by φ0, φ0 : K0 → C,
normalized so that φ0 maps q0 to 0, φ′0(q0) = 1 and φ0 conjugates Q to
ζ → ρζ in a neighborhood of q0. We can extend φ0 to all of K0 by analytic
continuation. Note that φ0(z) = 0 if and only if Qn(z) = q0 for some n.

Let r = |φ0(λ0)| and let γ∗ = φ−1
0 (reiθ), θ ∈ R. It is a simple closed curve;

let ∆ be the closed topological disk in K0 bounded by γ∗. Then φ0 is injective
on ∆ and λ0 is on ∂∆.

Lemma 6.5. There is an injective holomorphic map E : S0
λ → K0 \∆. Set

w = E(λ); E satisfies:

(i) For each λ ∈ Sλ such that fnλ (λ) = 0 for some n, E maps it to a
preimage of q0; that is, if w = E(λ), then Qn(w) = q0.

(ii) For each λ ∈ Sλ such that fnλ (λ) = fmλ (µ) for some m,n, E maps
it to a point in the grand orbit of λ0; that is, if w = E(λ), then
Qn(w) = Qm(λ0).
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Figure 7. The “filled Julia set” of Q(z). The black dots are poles.

(iii) As λ tends to the boundary S∗ of Sλ, w = E(λ) tends to ∂∆ \ {λ0}.

Proof. The map E is defined as follows. Given λ ∈ S0
λ, we defined a conformal

homeomorphism φλ from the neighborhood Oλ in the attracting basin Aλ
conjugating fλ to ζ 7→ ρζ and normalized so that φλ(0) = 0 and φ′λ(0) = 1.
Now we renormalize, and use the same notation, so that φλ(µ) = φ0(λ0). For
each λ, define a map

ξλ = φ−1
0 ◦ φλ : Oλ → ∆.

From the definitions of φλ and φ0, it follows that ξλ(0) = q0 and ξλ(µ) = λ0.
Since f ′λ0

(0) = Q′(q0) = ρ, the map ξλ is a conformal homeomorphism from
Oλ to ∆ and it conjugates fλ to Q. Moreover, since K0 is simply connected,
the map ξλ has a unique analytic continuation to λ ∈ K0.

Now we are ready to define the map E from S0
λ → K0 \∆ as

E(λ) = ξλ(λ).

By construction E satisfies properties (i) and (ii).
Suppose ξλ′(λ

′) = ξλ(λ); then the map ξλ′,λ = ξ−1
λ′ ξλ = φ−1

λ′ φλ restricted to
a neighborhood of the origin in the basin Aλ is a holomorphic homeomorphism
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whose image is a neighborhood of the origin in the basin Aλ′ . It extends by
analytic continuation to a holomorphic conjugacy between the maps fλ and
fλ′ on their respective stable sets Aλ and Aλ′ . Since fλ and fλ′ are hyperbolic,
their Julia sets are holomorphically removable; that is, the map ξλ′,λ can be
extended holomorphically over the Julia sets as a conformal homeomorphism,
and hence an affine map of the complex plane C, which we still denote as ξλ′,λ.
As we saw in section 3, there are two choices for λ′ but if we require that λ′

is the preferred asymptotic value so that λ′ ∈ Sλ then ξλ′,λ is the identity.
Property (iii) follows since as λ tends to the boundary S∗ of Sλ, the as-

ymptotic value λ tends toward the leaf of the dynamically defined level curve
containing µ in the dynamic plane of fλ; thus E(λ) tends to a point on the
corresponding level curve, ∂∆ \ {λ0} in K0. �

Note that the map extends continuously to the preimages of the removed
point λ0 on ∂∆ so they must be parameter singularities in S∗. There are only
two such, 0 and ρ/2, and the latter is a virtual center on the boundary of
Mµ. Because S∗ is on the common boundary of Sλ and Sµ, any point in a
neighborhood of this singularity is a point in S or S∗ so the singularity cannot
be a boundary point of Mµ. Therefore there is only one preimage of λ0 and
it is 0.

Remark 6.3. The map ξλ ties together the attractive basin of the origin in
the dynamical space of fλ and the attractive basin of q0 in the dynamical space
of Q with the parameter space of fλ.

6.2. Construction of an inverse for E.

6.2.1. Dynamic decomposition of K0. To define inverse branches Rj of Q on
the K0, let l∗ be the gradient curve joining Q(λ0) to λ0 in ∆ and let l ∈
Q−1(l∗) be the curve joining λ0 to infinity. Remove the line l from K0 and
define an inverse branch on its complement by the condition R0(q0) = q0.
Label the other branches as Rj(q0) = q0 + πij = qj . This is equivalent to
choosing a principal branch for the logarithm. Having made this choice, we
can extend the Rj analytically to all of K0. Denote the preimages of q0 under
Q−1 by qj , enumerated so that q0 is fixed, and denote the inverse branch of
Q that sends q0 to qj by Rj . Denote the upper and lower sides of the line
l by l+ and l− and let lj = Rj(l

−), lj+1 = Rj(l
+) = Rj+1(l−). Then R0 is

a homeomorphism between the open region bounded by the lines l0, l1 and l
onto K0 \ l and Rj , j 6= 0 is a homeomorphism from the open region between
lj and lj + 1 onto K0 \ l.

If ρ and λ0 are real, this choice for the logarithm agrees with the labeling of
the poles and inverse branches in section 4.2 where R0 = gλ0,0, the branch of

Q−1 = f−1
λ0

that fixes the origin. This is the labeling in figure 8. If ρ and/or
λ0 isn’t real, and a different branch of the logarithm is chosen, there could be
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Figure 8. Domains and curves in the construction.

a shift by some k in the labelling. It would be the same shift throughout the
rest of the paper so would not change the essence of the argument.

Recall that γ∗ is the boundary of ∆ in K0 and it contains λ0. Then,
because λ0 is an omitted value of Q, the curves {γj} = Rj(γ

∗), j ∈ Z, are a
countable collection of bi-infinite disjoint curves whose infinite ends approach
infinity asymptotic to the lines lj and lj+1. Thus Rj(∆) is an unbounded
domain, with boundary γj , that contains qj . Note that R0(∆) contains the
removed line l. We label the complementary components of the γj as follows
(see figure 8):

• A0 = R0(∆) is the component of the complement of γ0 containing the
fixed point q0 and the point λ0.
• Bj , j ∈ Z\{0} are the components of the complement of γj containing

the non-fixed preimages qj of q0 and
• C0 is the common complementary component in K0 of A0 and all the
Bj .
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To define the second preimages of q0 and γ∗ we need two indices. Thus
qj2j1 = Rj2Rj1(q0) and γj2j1 = Rj2Rj1(γ∗) where j1, j2,∈ Z. They divide K0

into domains as follows (see figure 8):

• Since A0 is simply connected and contains one asymptotic value, Q :
A1 = Q−1(A0)→ A0\{λ0} is a universal covering. Set Aj0 = Rj(A0);
it is bounded by lj , lj+1 and γj0. Each {γj0} joins the pole Rj(∞) to
the pole Rj+1(∞); these two poles are different but adjacent because
the infinite ends of γ0 are on opposite sides of the line l defining the
principal branch.
• Since Bj1 is simply connected and contains no asymptotic value for

any j1 6= 0, each component of Q−1(γj1) is homeomorphic to γj1 . The
curves γj2j1 bound domains containing the preimages qj2j1 . Label
these domains Bj2j1 = Rj2(Bj1).
• There are domains Cj0 = Rj(C0).

Inductively we have curves

γjn...j1 = Rjn(γjn−1
. . . j1).

and the regions they define as follows (see figure 8);

• An = R0(An−1); it contains q0 and λ0. It also contains all preimages
of q0 up to order n − 1 but not those of order n. It is bounded by a
curve Q−n(γ0) that is a union of open arcs with endpoints at adjacent
prepoles of order n. These are the red curves without labels closest
to the vertical line in figure 8.
• Bjnjn−1...j1 = Rjn(Bjn−1...j1); it contains the preimage qjnjn−1...j1 of
q0. These are not shown in the figure. They are bounded by a single
curve with a boundary point at a prepole of order n− 1.
• Cjnjn−1...,0 = Rjn(Cjn−1...0).

6.2.2. Inductive construction of the pair (U∞, Q∞). See figure 9.

• Pick p ∈ K0 \∆. In figure 9, p is in A00. Following the outline above,
part (3), we construct a map with the asymptotic values p and λ0 as
follows. Let p̂j = Rj(p); in the figure the p̂j are in Aj00. Let N be the
smallest integer such that p is in AN∪BjN ,jN−1...,j1 . The boundaries of

the sets in this union are the level sets φ−1
0 (ρ−Nreiθ) where, as above,

r = |φ0(λ0)|. For every small ε > 0, one component of the level set
φ−1

0 ((ρ−Nr + ε)eiθ) is an analytic curve, except at the prepoles of
order N − 1. It bounds a simply connected domain containing AN ; it
thus contains the points p, q0, λ0 and the curves γjN ,...j1 , but none of
preimages p̂j of p. Fix ε, and denote the resulting domain by U . Its
boundary is denoted by the dotted black curve in figure 9. Since it is
contained in the attracting basin of q0, Q(U) ⊂ U . Moreover, since U
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Figure 9. The point p is in A00 and the set U is the region
to the right of the dotted curves.

does not contain any of the points p̂j , p 6∈ Q(U). Set Ũ = U \ {λ0, p}.

• Lemma 6.1 implies there is a holomorphic unramified covering map

Π1 : U1 → Ũ where U1 is a Riemann surface that is topologically a
disk minus a countable set of topological disks.
• Note that Q : U → Q(U) is a holomorphic universal covering map

with omitted value λ0. Set U ′1 = Π−1
1 (Q(U)); since λ0 ∈ Q(U) and

p /∈ Q(U), it is a topological disk so that Π1 : U ′1 → Q(U) is also a
holomorphic unramified covering map that omits the value λ0.

U1

Π1

��

Q1=i1◦Π1// U ′1

Π1

��

� � // U1

U
Q //

i1

<<

Q(U)
� � // U

• Since both Π1 and Q are regular coverings whose domains are simply
connected, we can lift to obtain a conformal map i1 : U → U ′1 such
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that Π1 ◦ i1 = Q. The choice of inverse branch will affect i1 but the
argument works for any choice. We now define Q1 : U1 → U ′1 by
Q1 = i1 ◦ Π1. It is an unramified regular infinite to one holomorphic
endomorphism and omits the values i1(λ0) and i1(p). Moreover,

Q1 ◦ i1 = i1 ◦Π1 ◦ i1 = i1 ◦Q;

that is, i1 conjugates Q and Q1, therefore Q1 fixes i1(q0).
We may, without loss of generality, assume i1(λ0) = λ0, i1(p) = p

and i1(q0) = q0.
• Now set Q0 = Q, U0 = U and U ′0 = Q(U). We proceed by induction:

we assume that for 1 ≤ j ≤ n− 1 we have
(1) Domains Uj , homeomorphic to an open disk from which infinitely

many open disks been removed, and infinite to one unramified
covering maps Πj : Uj → Uj−1 with two asymptotic values.

(2) Holomorphic endomorphisms, Qj : Uj → U ′j ⊂ Uj , that are infi-
nite to one, unramified, have one fixed point and two asymptotic
values.

(3) Conformal maps ij : Uj−1 → U ′j satisfying

Qj ◦ ij = ij ◦Qj−1.

For the inductive step, we use Remark 6.1 to obtain the holomor-
phic unramified covering map Πn : Un → Un−1 where Un is home-
omorphic to U \ {Ujn−1...j1j , (jn−1, . . . , j1, j) ∈ Zn}. As in the first
step we set U ′n = Π−1

n (Qn−1(Un−1)). Both

Qn−1 : U ′n → Qn−1(Un−1) and Πn : Un → Qn−1(Un−1)

are unramified coverings with asymptotic values λ0 and p. Lemma 6.1
implies there are infinitely many choices for a holomorphic isomor-
phism

in : Un−1 → U ′n satisfying Πn ◦ in = Qn−1 on Un−1.

Making one such choice (the choice doesn’t matter) we define Qn :
Un → Un by Qn = in ◦Πn so that

Qn ◦ in = in ◦Πn ◦ in = in ◦Qn−1.

Therefore in conjugates Qn to Qn−1 and the induction hypotheses are
satisfied, completing the inductive step.

• The direct limit U∞ of the system (Un, in) is the quotient

∪nUn/ ∼

where the equivalence relation is defined by the identifications, z ∼
in(z), and the equivalence class is denoted by [z]. The Riemann sur-
face U∞ has infinite type. There is an infinite unramified holomorphic
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covering map Q∞ defined by

Q∞([z]) = [Qn(z)], z ∈ Un
that has two omitted values [λ0] and [p]. It also fixes [q0] and since
the maps Πn and in are holomorphic we have Q′∞([q0]) = ρ.

Topologically U∞ is the complement in C of a Cantor set C isomor-
phic to the space of infinite sequences Σ∞ = s1, . . . sn−1, sn . . . , sj ∈ Z
together with the finite sequences Σn+1 = s1, . . . , sn,∞ of length n+1.
The map Q∞ is conjugate to the shift map on C. See [Mo].

The final step of the proof is to show there is a conformal embedding
e : U∞ → C such that

e ◦Q∞ = fλ ◦ e
for some λ ∈ S0

λ with ξλ(λ) = λ0. To do this, we first give a brief informal
review the results we need from Teichmüller theory and the theory of mapping
classes of tori and punctured tori. We refer the reader to [Bir] for a full
discussion and [GK] for a discussion analogous to what we need here.

6.2.3. Teichmüller theory. Fix λ ∈ S0
λ and set f = fλ.

Definition 8. Let QC(f) be the set of quasiconformal maps h : C→ C such
that g = h ◦ f ◦ h−1 is meromorphic. Since g is a meromorphic infinite to
one unbranched cover of the plane with two omitted values, by the corollary to
Nevanlinna’s theorem, corollary 2.2 , it is affine conjugate to a map fλ′ ∈ F2

and we choose the conjugacy so that λ′ is the preferred asymptotic value.
We define the Teichmüller equivalence relation on QC(f) as follows: el-

ements h1, h2 of QC(f) are equivalent if there is an affine map a and an
isotopy from h1 to a ◦ h2 through elements of QC(f). The quotient space of
QC(f) by this equivalence relation is called the Teichmüller space Teich(f)
with basepoint f .

Let QC0(f) denote the elements of QC(f) that conjugate f to itself and
QC∗0 (f) those that preserve the marking of the asymptotic values.

Definition 9. The mapping class group, MCG(f), is the quotient of QC0(f)
by the Teichmüller equivalence relation and the pure mapping class group,
MCG∗(f), is the quotient of QC∗0 (f) by the Teichmüller equivalence relation.
The moduli space and pure moduli space are defined as the quotients M(f) =
Teich(f)/MCG(f) and M∗(f) = Teich(f)/MCG∗(f).

Remark 6.4. Because we are working in a dynamically natural slice of F2

defined by the conditions that 0 is fixed and has multiplier a fixed ρ, we restrict
our considerations here to the slice Teich(f, ρ) ⊂ Teich(f) of equivalence
classes of quasiconfomal maps h such that h ◦ f ◦ h−1 has a fixed point with
multiplier ρ. The mapping class group and pure mapping class group act on
Teich(f, ρ). The λ parameter plane is identified with the pure moduli space
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M∗(f, ρ). For readability below, since we always assume we are in this slice,
we drop the ρ from the notation.

Since fλ is hyperbolic, its Teichmüller space Teich(fλ) contains S0
λ.

Because the quasiconformal maps conjugate the dynamics, and the dynam-
ics are controlled by the orbits of the asymptotic values, the space Teich(fλ)
is related to the Teichmüller space of a twice punctured torus defined by the
dynamics. We explain this here.

Definition 10. The points z1, z2 are grand orbit equivalent if there are inte-
gers m,n ≥ 0 such that fmλ (z1) = fnλ (z2). They are small orbit equivalent if
for some n > 0, fnλ (z1) = fnλ (z2). Denote the grand orbit equivalence classes
by [z].

Now φλ(z) = 0 if and only if z is grand orbit equivalent to 0. Let Âλ denote
the complement of the grand orbit of 0 in Aλ. We have

Lemma 6.6. The restriction of φλ to Âλ is a well defined map from each
small equivalence class to a point in C∗.

Proof. If z1, z2 are small orbit equivalent there is some integer N such that
for all n ≥ N , fnλ (z1) = fnλ (z2). Moreover, for all large n, fnλ (z) ∈ Oλ and,
since φλ is injective on Oλ, the lemma follows. �

Let Γρ be the group generated by z 7→ ρz in C∗. The projection τρ :
C∗ → C∗/Γρ = Tρ is a holomorphic covering map onto a torus Tρ. Following
common usage, we say that its modulus is ρ. Set T = Tρ since ρ is fixed in
this discussion.

Define the composition of φλ with τρ by

Φλ : Âλ
φλ→ C∗

τρ→ T.

By lemma 6.6, we see that Φλ identifies Âλ in the dynamical space of fλ
with the torus T because each grand orbit in Âλ maps to a unique point on
T . Notice that T depends only on ρ and not on λ. Let γ∗ be the level curve

through the asymptotic value µ in Âλ, and β its projection on T .
Since λ ∈ S0

λ, the orbit of µ accumulates on 0 so it cannot be in the grand
orbit of 0. It is possible that λ is in the grand orbit of zero, or that for some
m,n, fnλ (λ) = fmλ (µ). This can happen only on a discrete set and we assume
here that is does not happen for the λ we chose.

There are two special points on T , the points λ∗ = Φλ(λ) and µ∗ = Φλ(µ).
We mark them so that λ∗ is the preferred point. Let T 2

λ = T \ {λ∗, µ∗}. Let

A∗λ = Φ−1
λ (T 2

λ); then A∗λ ⊂ Aλ is the complement of the grand orbits of 0
and the asymptotic values. It is easy to see that Φλ : A∗λ → T 2

λ is a covering
projection.

The Teichmüller space Teich(T 2
λ) is defined as the set of equivalence classes

of quasiconformal maps, [H], defined on T 2
λ , where, as above, the equivalence is
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through isotopy. The pure mapping class group MCG∗(T
2) and pure moduli

space M∗(T 2) based at T 2
λ are defined as for Teich(f): the pure mapping class

group consists of equivalence classes [H] that map T 2
λ to itself preserving the

marking and the pure moduli space is formed by identifying points congruent
under the pure mapping class group. Thus the map Φλ induces a map Ψ :
Teich(f) → Teich(T 2). By standard arguments, see e.g. [McMSul], Ψ is a
covering map so there is an injection on fundamental groups which translates
to an injection of pure mapping class groups:

Ψ∗ : MCG∗(f)→MCG∗(T
2).

Since a quasiconformal map H ∈ Teich(T 2
λ) is not necessarily the projec-

tion by Φλ of an h defined on A∗λ, we need to characterize those that are. To
do this, we need to understand the image Ψ∗(MCG∗(f)) ⊂MCG∗(T

2).
First of all, to remain in the slice, we require that ω(H(T 2

λ)), the torus
obtained by applying the “forgetful map” ω that fills in the punctures, is
conformally equivalent to T and preserves the isotopy class of β.

Suppose α̃ is a curve in A∗λ with initial point µ and endpoint λ and [h] ∈
MCG∗(f). Then h(α̃) has the same property. The map H = Φλ ◦ h ◦ Φ−1

λ

determines a point in MCG∗(T
2) that maps the curve α∗ on T 2

λ joining µ∗

to λ∗ to a curve H(α∗) with the same endpoints.
Every curve α′ on T 2 that joins µ∗ to λ∗ has lifts Φ−1

λ (α′) whose initial
point is at a preimage of µ∗; let α̃′ be the lift at the asymptotic value µ. The
endpoint of α̃ is in the grand orbit of λ, but it isn’t necessarily at λ. Therefore,
in order to construct maps in Teich(f) from maps in Teich(T 2), which we do
below, we need to know that we can find those curves α whose lift to µ lands
at λ. Let α∗ be such a curve on T 2.

That we can always find these curves is proved in [Bir] where there is a full
treatment of mapping class groups of surfaces. For a more detailed discussion
analogous to the situation here see [GK].

In figure 10 we show how the region Aλ is divided into fundamental domains
that project to T for two different values of λ. In both, µ is on γ∗, the
boundary of Oλ, drawn in blue. The orange curves are the first pullbacks of
γ∗ by fλ. The domain bounded by γ∗ and one of the orange curves defines
a fundamental domain for Γρ. In the left figure, λ is in that fundamental
domain. The green curves are the next pullback, and on the right figure, the
red curve is the third pullback and λ is in a fundamental domain between the
second and third pullbacks.

6.2.4. Construction of the embedding e. We now construct the conformal em-
bedding e : U∞ → C such that

e ◦Q∞ = fλ ◦ e

for some λ ∈ S0
λ with ξλ(µ) = λ0.
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Figure 10. Two examples where the lifted curve is the one
we need.

Delete the grand orbits of [q0], [λ0] and [p] from U∞ to obtain a domain
U∗∞. As we did above for Aλ, we form the projection by the grand orbit
equivalence

Φ∞ : U∗∞ → T 2
∞ = T \ {Φ∞(p),Φ∞(λ0)}

where again, T is a torus of modulus ρ.
As above, there is some α∞ that is a curve on T 2

∞ with initial point Φ∞(λ0)
and endpoint Φ∞(p) whose lift to Q∞ at λ0 is a curve α̃∞ joining λ0 to p.

Let H : T 2
λ → T 2

∞ be an orientation preserving homeomorphism that pre-
serves the labeling of the punctures and satisfies H(α∗) = α∞. Then it lifts
to a topological conjugacy h between fλ|Aλ and Q∞.

U∞

Q∞

��

Aλ

fλ

��

hoo g //Aλ(p)

fλ(p)

��
U∞

Φ∞

��

Aλ

Φ∗

��

hoo g //Aλ(p)

T 2
∞ T 2

λ
Hoo

We may assume that H is quasiconformal with Beltrami differential νT 2
λ
.

and use Φ∗ to lift to a Beltrami differential ν on Aλ compatible with the
dynamics. We set ν = 0 on the complement of Aλ (the Julia set of fλ),
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and note that because the map is hyperbolic, this set has measure zero. We
now invoke the measurable Riemann mapping theorem, [AB], to obtain a

quasiconformal homeomorphism g : Ĉ → Ĉ fixing 0 and ∞, and so unique
up to scale, such that g ◦ fλ ◦ g−1 is holomorphic. By Nevanlinna’s theorem,
theorem 2.1, we can assume g is normalized so that g ◦ fλ ◦ g−1 is of the form
fλ(p),ρ(p) for some λ(p) where λ(p) = g(λ) and µ(p) = g(µ) is on the boundary
of Oλ(p), the region of injectivity of the uniformizing map at the origin. Since

g is compatible with the dynamics, and both tori T 2
λ and T 2

∞ have modulus
ρ; it follows that g′(0) = ρ also. Thus λ(p) ∈ S0

λ and the map e = g ◦ h−1 is
the required embedding.

To complete the proof we need to show that the correspondence p→ λ(p)
is an inverse of the map E.

K0

U0

?�

OO

i∞ // U∞
e // Aλ(p) ⊂ C

ξλ(p)

ii

By our construction, i∞ is the direct limit of the maps in. It satisfies

e ◦ i∞(p) = λ(p).

The second asymptotic value of fλ(p) is µ(p). By definition, ξλ(µ(λ(p))) =
λ0 and ξλ(λ(p)) = p ∈ U0 ⊂ K0.

In the non-generic cases, the point p in K0 \∆ is either in the grand orbit
of the fixed point q0 or the other asymptotic value λ0 and the quotient of U∞
by the grand orbit relation is a once punctured torus. The construction of
the inverse of E is analogous, but simpler in these cases and again yields a
unique fλ ∈ S0

λ.

If we choose p on ∂∆, the function fλ(p) will have both its asymptotic values
on the boundary of Oλ(p). Only one choice, however, preserves the marking.

By the Measurable Riemann Mapping Theorem, the quasiconformal map g
depends holomorphically on the parameter p. Thus, as we vary p analytically
along ∂∆ \ {λ0}, the image e(p) defines an analytic curve S∗ in S. The
construction fails if p = λ0 because as p approaches λ0, the limit point on the
analytic curve in S is a parameter singularity; in the construction of fλ from
the model, as p→ λ0, λ→ 0. Therefore we can extend E−1 by continuity so
that E(0) = λ0; therefore S∗ ∪ {0} is homeomorphic to a circle.

Since the model K0 \∆ is topologically an annulus A, the above paragraph
shows that E extends as a map from the boundary component S∗ of Sλ to a
boundary component of A.

6.3. Topology of the shift locus. We are now ready to complete the proof
of the Main Structure Theorem.
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Figure 11. The λ plane with the regionsMλ, Mµ and the
circle of inversion.

Theorem 6.7 (Topology of the shift Locus). S is homeomorphic to a punc-

tured annulus; that is, there is a homeomorphism Φ : S → Ĉ \ {0, 1,∞}.

Proof. We begin by recalling the relation between Mλ and Mµ given by the
inversion I(λ) = −µ defined in section 3.2 that shows

fλ(z) = f−µ(−z).

It follows that if λ ∈Mλ and fmλ (λ) tends to a periodic orbit z = {z0, z1, . . . , zn}
then fm−µ(−µ) tends to the orbit −z = {−z0,−z1, . . . ,−zn} and −µ ∈ Mµ.
This proves

Proposition 6.8. The inversion I :Mλ →Mµ defined by

I(λ) = −µ =
λ

2λ/ρ− 1

maps shell components of period n in Mλ to shell components of period n in
Mµ.

This is illustrated in figure 11. The large green region is the shift locus,Mλ

is the complementary region on the right andMµ is the complementary region
to the left, surrounded by the shift locus. The circle of inversion is drawn in
figure 11 where ρ = 2/3. In this figure, since ρ is real, by proposition 6.3,
it is S∗. For arbitrary fixed ρ, S is the image of ∂∆ \ {λ0} under E−1; thus
S∗ ∪ {0}, which we still denote as S∗, is a topological circle.

In theorem 6.4 we saw that Sλ is homeomorphic to an annulus. One of the
complementary components is Mλ. The other complementary component is
bounded by the curve S∗. By proposition 6.8, I maps Sλ ∪Mλ to Sµ ∪Mµ;
since I(Mλ) = Mµ, I(Sλ) = Sµ so that Sµ is also an annulus. Because I
maps S∗ to itself, these annuli share a common boundary component.

Note that although both the circle of inversion and S∗ are invariant under
inversion, unless ρ is real, they are not necessarily the same.



TWO ASYMPTOTIC VALUES 41

Figure 12. The λ plane when ρ = −2/3. Note the position
of the period 2 components.

Therefore S∪{0} = Sλ∪Sµ∪S∗∪{0} is topologically an annulus. Removing
the parameter singularity λ = 0 completes the proof. �

Immediate corollaries of this theorem are:

Corollary 6.9. The sets Mλ and Mµ are connected.

Corollary 6.10. The full shift locus in F2 has the product structure D∗×C\
{0, 1}.

Figure(12) shows the λ plane when ρ = −2/3. This is another slice in the
fibration and shows how the fibers change as the argument of ρ changes. The
picture is similar to figure (2) except that we see that the Mλ is translated
vertically and there is a period 2 component budding off Ω1 on the real axis
instead of a cusp.
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6.4. Single valued inverse branches. We now prove the lemma we as-
sumed for the proof of the Combinatorial Structure Theorem in section 4.2

Lemma 6.11. There is a simply connected domain Σ ∈ C\{0, ρ/2} in which,
after a choice of basepoint and branch of the logarithm, the pole functions
pk(λ) and the inverse branches gλ,k can be defined as single valued functions
of λ.

Proof. In the proof of theorem 6.7 we showed that Sµ and Sλ are homeo-
morphic to annuli with a common boundary component that contains the
singularity at the origin. It follows that in a neighborhood of the origin both
asymptotic values are attracted to zero.

Now consider the period one shell component Ω′1 of Mµ. It has a virtual
center at λ = ρ/2. Since it is a virtual center, it is on the boundary of both
Mµ and S and so a neighborhood V of ρ/2 contains points in Sµ.

Applying the inversion, I(V ) is a neighborhood of infinity intersecting the
period one component Ω1 ∈ Sλ and an open set in Sλ. Thus infinity is on the
boundary Sλ. Since a neighborhood of any point in S∗ only contains points
in Sλ and Sµ, infinity and 0 are on different boundary components. Hence
because Sλ is an annulus, we can find a curve γ ⊂ Sλ joining 0 and infinity.
Let W be the component of C \ S∗ containing Mµ and set Σ = C \ (W ∪ γ).
This is a simply connected domain. It contains all the virtual cycle parameters
belonging to Mλ and none of the virtual cycle parameters belonging to Mµ.
Therefore, choosing a basepoint λ0 ∈ Σ, and a branch for Log, we can define
pk(λ0) as in equation (5) by

pk(λ0) =
1

2
Log(

ρ− 2λ0

ρ
) + ikπ,

and extend analytically to all of Σ as single valued functions of λ. Then, as
we did in section 4.2, we can define the inverse branches of fλ as single valued
functions of λ. �

7. Concluding Remarks

There are many more questions one can address about the space of func-
tions we have been studying. Below we list some of them and leave an inves-
tigation of them to future work.

• An important tool in studying the Mandelbrot set is the use of the
level curves where the escape rate of the critical value is constant and
their gradient “external rays”. Can we define the analogue for the
set Sλ and Sµ using the level curves of φ0 defined on K0? There will
be infinitely many curves for each level so the structure will be much
more complicated. This would lead to more questions such as

i- In [CJK2], we used the level curves and their gradients to prove
that the virtual centers are accessible points from inside both
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the shell components and the shift locus. Can we also use it to
characterize other types of boundary points of S such as cusps,
root points for bud components or Misiurewicz points where an
asymptotic value lands on a repelling cycle.

ii- Can we describe primitive and satellite components in terms of
rays in a manner analogous to the discussion for rational maps.

iii- In [CJK] we showed there is a renormalization operator defined
for the family it tan z where t is real. Are there renormalization
operators that can be defined in F2?

• We know that at the virtual centers and Misiurewicz points the only
Fatou component is the attracting basin of the origin. Is the Julia
set a Cantor bouquet in the sense of Devaney? Does it have positive
measure? area?
• In [GK] the mapping class group of the Teichmüller space Rat2 is

analyzed. The analogous space here is F2 from which points with
orbit relations have been removed. Describe the mapping class group
of this space.
• How do the results here extend to parameter spaces of families of

meromorphic functions with more than two asymptotic values, or
those with both critical values and asymptotic values.
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